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Abstract: Aiming at the problems of dung beetle algorithm in trajectory planning, such as 

easy to fall into local optimum, long flight distance and high energy consumption, this 

paper proposes an improved dung beetle algorithm for trajectory planning of quadrotor 

UAV. The algorithm introduces chaotic mapping, changes the probability distribution of 

the initialised population, and further proposes to introduce Lévy flights at the greedy dung 

beetle update position to improve the convergence speed of the algorithm. Finally, by 

comparing the Keplerian optimisation algorithm, the lemur optimisation algorithm, the 

dung beetle algorithm and the improved dung beetle algorithm for trajectory planning in 

two environments, the experimental results show that the algorithm proposed in this paper 

has the advantages of faster convergence speed, shorter flight distance, and is not easy to 

fall into the local optimum.  

1. Introduction 

The problem of trajectory planning is one of the key research areas for UAVs. The UAV [1] 

trajectory planning problem can be regarded as a multi-constraint optimisation problem. More and 

more optimisation algorithms are applied to UAV trajectory planning in order to break through the 

optimisation problems such as its shortest trajectory, lowest energy consumption and shortest flight 

time. In recent years, the algorithms used for UAV trajectory planning are mainly divided into two 

categories: traditional algorithms [2] and intelligent algorithms [3]. 

Improved UAV trajectory planning with artificial potential field method is proposed in Literature 

4 [4], which introduces a collision factor to avoid unreasonable obstacle avoidance manoeuvres and 

shorten the length of the UAV flight path. A hybrid improved symbiotic organism search and sine-

cosine particle swarm optimisation method for UAV path planning is proposed in Literature 5, 

which firstly employs chaotic logic mapping to improve the diversity of the initial population. Then, 

a difference strategy, a novel decay function and a population regeneration strategy are introduced 

to improve the performance of the algorithm [5]. A UAV path planning method based on improved 
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genetic algorithm is proposed in the literature 6, where the parameters of the GA crossover and 

mutation steps are modified using PSO to drive the trajectory planning to optimality [6]. Article 7 

proposes a VPF-RRT* algorithm to plan the planning path; secondly, an anti-environmental 

perturbation method based on Deep Recurrent Neural Network PI (DRNN-PI) controllers is 

proposed to enable the USVs to eliminate the environmental perturbations and maintain their 

trajectories along the planning path [7]. Article 8 proposes a random tree algorithm based on a 

potential field orientated greedy strategy applied to UAV path planning, which employs a potential 

field as an aid to the random tree expansion process. It rationally triggers the greedy strategy based 

on the principle of field-strength descent gradient optimisation, which accelerates the expansion 

process of the random tree to better regions and shortens the path search time [8]. Article 9 proposes 

a DP-DDPG path planning algorithm applied to UAVs in complex environments. The convergence 

speed is improved by refining the state and action space of the deep reinforcement learning task and 

designing the reward function in combination with the artificial potential field method [9]. 

The Dung Beetle Algorithm (DBO) [10], as a new intelligent algorithm, is mainly inspired by the 

dung beetle's rolling, foraging, dancing, reproduction and greedy behaviour. Because of its 

expandability, several scholars have based on this algorithm for engineering applications, such as 

trajectory planning, photovoltaic cell parameter identification, aerial generator noise reduction, etc., 

which fully reflects the advantages of this algorithm in engineering applications such as strong 

applicability and high expansion rate.  

In this paper, the dung beetle algorithm is improved in the following ways to address the 

shortcomings of the quadrotor UAV trajectory planning, such as long flight distance, high energy 

consumption, and easy to fall into the local optimum: the introduction of the Tent mapping 

initialisation population reduces the probability of local optimum, and enhances the algorithm's 

global searching ability, and the introduction of the Levy flight improves the greedy dung beetle 

position formula to improve the convergence accuracy. The superiority and effectiveness of the 

improved dung beetle algorithm are verified by simulation experiments. 

2. UAV Trajectory Modelling 

2.1. Environmental Modelling 

The trajectory environment modelling is divided into baseline mountainous terrain, threat areas, 

and no-fly areas. The flight area is set as a 100m*100m*200m three-dimensional space area, and 

the terrain function and the mountain peak environment formula is shown in equation 1: 

2 2 2 2

bZ (x, y) sin(y q) w sin(x) e cos(r (x y ) t cos(y) u sin(o (x y )             
        (1) 

Formula 1, x and y are the mapped coordinates of the model in the horizontal datum, bZ (x, y)
is 

the height value of the mapped coordinate. q, w,e, r, t,u,o are constant coefficients, different 

constant coefficients respond to different baseline terrain. 

The threat area is the area where there are threat objects such as bird flocks, power lines, etc. 

while flying in the air, and the modelling formula is as in equation 2: 
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Formula 2, iY (x, y,z)
indicates the coordinates of the location of the obstacle,  i x,y

thread
and 
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hthread
indicates the radius and height of the threat. 

No-fly zones are areas where drones are restricted in the air, such as airports, state organ 

departments, and important military facilities. The modelling formula is shown in equation 3: 

2 2

k k x

2

k( ,y)

kk
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
    

 
  
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                                (3) 

Formula 3, kC (x, y,z)
indicates the coordinates of the location of the no-fly zone, 

k(x,y)no fly
and hno fly

indicates the coordinates and altitude of the centre of the no-fly zone. 

In summary, the modelling results are shown in Figure 1 Where
 x, y,z

represents the size and 

height values of the map, respectively. 

 

Figure 1: Environmental modelling. 

2.2. Trajectory Constraints 

UAVs often need to consider relevant flight constraints during flight, mainly including the height 

above ground, turning angle and the maximum value of climb/dive angle. 

(1) Height above ground 

The UAV needs to fly at an appropriate altitude, if the flight altitude is too low the UAV is easy 

to collide with the valley and the ground small size target; if the flight altitude is too high, the UAV 

will be out of control due to the low barometric pressure or high wind speed. Therefore, the height 

above ground is constrained as in equation 4: 

min k maxH H H 
                                                                (4) 

Formula 4, minH
and maxH

 is the minimum and maximum altitude of flight. 

(2) Turning angle 

When the UAV is about to encounter an obstacle or near a no-fly zone, it needs to make a certain 

turn to avoid obstacles, but the size of the turn angle value often depends on the energy 

consumption and the threat of secondary collision. Therefore, the turn angle is constrained as in 

equation 5: 
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Formula 5, AB and BC indicates two flight trajectory lines at corners, 
 max max,  

is the 

angle of the trajectory line. 

(3) Maximum value of climb/dive angle 

Since the UAV has the ability to take off and land vertically, it is only necessary to consider the 

flight process due to the change of the angle value to produce jitter, resulting in unnecessary losses. 

The constraint formula is shown in equation (6): 

k k 1

max

k

Z Z
tan


 


                                                          (6) 

Formula 6, max
is the maximum value of the climb/dive angle; k k 1Z Z 

is the difference 

between heights; k is the horizontal projection of the kth track. 

2.3. Fitness Function 

The UAV trajectory planning problem is bounded by a large number of criteria and needs to 

consider multiple factors, mainly its trajectory flight cost, flight environment constraints and 

dynamic collision cost, and the fitness function is the sum of the three, as in Equation 7: 

c c cC L E B  
                                                                  (7) 

Formula 7, cL
is the trajectory flight cost; cE

is the dynamic collision cost; cB
is the flight 

environment constraint. 

3. Dung Beetle Algorithm 

3.1. Initial Dung Beetle Algorithm 

The Dung Beetle Algorithm (DBO) serves as an intelligent algorithm that simulates the process 

of rolling, foraging, dancing, reproduction and greedy behaviour of dung beetles . The Dung Beetle 

Algorithm consists of four different strategies to update the position according to the function of 

each strategy, the update strategies are as follows: 

(1) Ball rolling dung beetle 

Dung Beetle encounters two scenarios with and without obstacles while performing the ball 

rolling behaviour: 

1) When in an obstacle-free region, the dung beetle rolling path is affected by the intensity of the 

light source, and the position update formula for the rolling dung beetle during ball rolling is given 

in Equation 8: 
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     
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 
                                       (8) 

Formula 8, 
 kx t 1

denotes the position of the k  dung beetle at t 1 iteration,  is a natural 

number of 1or 1 ,
 i 0,0.2

denotes a random deflection constant, s takes a random value in (0,1), 

x is the intensity of the simulated light source, and badx
is the global worst dung beetle position. 

2) When in an area with obstacles, the ball-rolling dung beetle uses a tangent function to 

simulate the dancing behaviour of the dung beetle to obtain a new rolling direction, and its position 

update formula is shown in Equation 9: 

         k k k kx t 1 x t tan x t x t 1     
                                     (9) 

Formula 9,  between
 0,

. 

(2) Breeding dung beetles 

In nature dung beetles roll their dung balls to a place where they can safely reproduce their 

offspring and store them, so a boundary selection strategy was used to simulate female dung beetles 

searching for a safe territory to reproduce their offspring, and the selection formula is shown in 

equation 10: 

  

  
local

local

Lb max x 1 R ,Lb

Ub min x 1 R , Ub





  

  
                                                (10) 

Formula 10, Lb

and Ub

denote the lower and upper limits of the breeding region, localx
 is the 

local optimal position, maxR 1 t / T 
, maxT

denotes the maximum number of iterations 

set, Lb and Ub are the lower and upper limits, respectively. 

As shown in Figure 2, the current local optimal position localx
is indicated in orange, the black 

circles near localx
indicate the breeding balls, each of which has a dung beetle pup, and the ellipses 

are the upper and lower limits of the region. If the dung beetle determines the breeding region, the 

female dung beetle will choose to breed in this region. For the dung beetle algorithm only one brood 

ball will hatch per breeding, so the breeding dung beetle position is dynamically updated during 

each iteration as in equation 11: 

* *

k local 1 k 2 kx (t 1) x b (x (t) Lb ) b (x (t) Ub )    
                         (11) 

Formula 11, kx (t)
denotes the position of the k female dung beetle at the t iteration, 1b

and 2b
are 

denote two D dimensional random numbers. 
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Figure 2: Breeder's position. 

(3) Foraging dung beetle 

The newly grown baby dung beetles need to forage in the foraging area, then the optimal 

foraging area needs to be defined, the definition formula is as in equation 12 and the position update 

formula is as in equation 13. 

*

global

*

global

Lb max(x (1 R),Lb)

Ub min(x (1 R), Ub)

  

  
                                                    (12) 

* *

k k 1 k 2 kx (t 1) x (t) C (x (t) Lb ) C (x (t) Ub )    
                                (13) 

Formula 12 and 13, globalx
is the global best position, 1C

is denoted as a random value obeying a 

normal distribution, and 2C
belongs to a random value of

 0 1，
. 

(4) Greedy dung beetles 

Some dung beetles steal dung balls from other dung beetles for their own food, and from 

equation 12, it can be concluded that globalx
 is the global best food location, therefore, under each 

iteration, the greedy dung beetle location is updated as in equation 14. 

      k global k local k globalx t 1 x C V x t x x t x       
                        (14) 

Formula 14, V is a constant value and C is a D-dimensional random value obeying a normal 

distribution. 

3.2. Improving the Dung Beetle Algorithm 

The traditional dung beetle algorithm, which uses a random distribution method for population 

initialisation, this treatment brings uncertainty to the performance of the algorithm; although the 

dung beetle algorithm has the performance of quickly arriving at an optimal solution, it also suffers 

from the defect of local optimality. Various strategies will be introduced to improve the above 

deficiencies. 

3.2.1. Tent Chaos Mapping 

Chaotic mapping is a kind of nonlinear dynamical system, which is characterised by 

deterministic and stochastic properties compared to the traditional random distribution. In 

population initialisation, chaotic mapping generates a larger range of solutions with more uniform 

distribution. In this paper, Tent chaotic mapping is used, Tent chaotic mapping, as a kind of chaotic 

mapping species, has the characteristics of collapsibility, randomness and simplicity, which 
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improves the convergence speed of the algorithm and the accuracy of the solution. The distribution 

of its chaotic values is shown in Fig.3 and the frequency map of chaotic values is shown in Fig.4, 

and the formula of Tent chaotic mapping is shown in equation 15. 

 

 

kx

k

k 1 k

k

,0 x

x 1 x
, x 1

1





   


 
                                                        (15) 

Formula 15,  takes the value 0.49. 

 

Figure 3: Chaos map. 

 

Figure 4: Frequency diagram of chaotic values. 

3.2.2. Levy Flight 

Levy Flight is a stochastic search method with a step size that conforms to the Levy distribution. 

It allows for a better global search capability by mixing the search between short and longer 

distances. In greedy dung beetle position updating, the use of Levy flight to generate random step 

sizes allows for a wider search range, improves the diversity of population search, and helps to 

increase the speed of convergence. The position update formula is as follows: 

      k global k local k globalx t 1 levy x c v x t x x t x        
                    (16) 

3.3. XDBO Flowchart 

The XDBO flowchart is shown in the figure 5: 
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Figure 5: XDBO Flowchart. 

4. Simulation Experiments and Results 

In this section, the XDBO algorithm is applied to UAV trajectory planning in a mountainous 

environment. Constraints are established and the environment is modelled using MATLAB. The 

UAV in mountainous environment will be compared for trajectory planning under four algorithms, 

KOA, LO, DBO and XDBO, to verify the performance enhancement of XDBO in trajectory 

planning. The starting and ending points of UAVs in mountainous environments are (0,0,20) and 

(100,100,20), and the aircrafts are set to be consistent in the size settings of the no-fly zone or threat 

zone, and the two differ in the number of peaks and slopes of the mountains. All algorithms have a 

population size of 70 and an iteration number of 100. 

The results and convergence curves of trajectory planning for mountainous areas using the above 

parameters are shown in Figures 6 and 7. In Fig. 6, it can be seen that all four algorithms reach the 

target by avoiding no-fly zones, threat zones and obstacle peaks. However, in the mountainous 

environment, the DBO flight trajectory is too large, the LO algorithm and the KOA algorithm do 

not fluctuate much, on the contrary, the XDBO flight trajectory is moderate and keeps a safe 

distance from the peaks and threatening areas. Figure 7 shows that except for the XDBO algorithm, 

the other algorithms tend to fall into the local optimum in the early stage, while the XDBO 

algorithm quickly searches for the optimal value and finds the best route at the beginning of the 

iteration.  

In summary, the algorithm in this paper has a faster convergence speed, can avoid the problem of 

local optimum, and can also find the best route in complex environments. 
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Figure 6: Route planning. 

 

Figure 7: Convergence curve. 

5. Conclusion 

Aiming at the UAV trajectory planning problem, this paper improves the Dung Beetle algorithm 

and applies it to the trajectory planning of a quadrotor UAV in a three-dimensional environment. 

Tent chaotic mapping is introduced into the DBO algorithm, which changes the diversity of the 

initial population; Lévy flight is introduced to enhance the convergence speed of the algorithm. By 

comparing the algorithm's trajectory planning in mountainous environments, the experimental 

results show that the improved Dung Beetle algorithm's performance in trajectory planning is 

substantially improved. The cooperative flight of multiple UAVs will be further investigated in the 

future. 
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