Fault Recognition of On-Load Tap-Changer Based on Improved BP Neural Network
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Abstract. On-load tap-changer (OLTC) is an important part in power transformer, which is used to change the transformation ratio by switching contact form one winding tap to another without interrupting the load. It is necessary to make sure the effective running of OLTC. Thus, a fault recognition method for OLTC based on improved BP neural network is proposed in this paper, according to the working characteristics of OLTC. The feature of this improved neural network is that the learning rate is variable. Experimental results on 2000 test samples from offline AC test device have showed the effectiveness of the proposed fault recognition method.

1 Introduction

On-load tap-changer (OLTC) is a kind of device which can be operated under the excitation or load condition of the transformer and is used to exchange the connection position of the winding [1]. The OLTC consists of a switch with a transition impedance and a tap selector [2]. The OLTC is a device which is used to change the number of turns of the first or two coils to change the effective number of turns in the transformer load. The basic principle is to change the transformer winding effectively turns by switching a tap from one to another without interrupting the load current. OLTC fault can be divided into mechanical fault and electrical fault [3-6]. Mechanical fault refers to the fault caused by the failure of the mechanical function of the tap switch, while electrical fault refers to the fault of the electrical performance caused by the deterioration of the electrical components or mechanical failure. The electrical fault reflects the fault source under the combined action of force, electricity and magnetism, and is mainly caused by the contact resistance increasing, contact overheating and so on [7]. The mechanical fault is the main fault of the on load tap changer, and the bad contact is often caused by the failure of the operating mechanism and the failure of the switch. Therefore, it is of great significance and good application prospect for the safe operation of the power system to monitor the mechanical performance, and to recognition the possibility fault of the on load tap changer [8]. The test data is provided by the offline AC test device developed by Electric Power Research Institute of Jilin Province.

BP neural network is a multilayer feedforward neural network. The topology of 3-layer BP network is showed in Fig. 1, including input layer, output layer and a hidden layer. The neurons are connected to all neurons in the next layer, while neurons of the same layer have no connections. The basic principle
of BP neural network is to use gradient descent method to adjust the weights and threshold to minimize the mean square error of the actual output value of the network and the desired output value [9-11]. The traditional BP algorithm does not consider the gradient direction of the previous time in the correction of the weights, making the learning process oscillation and slow convergence. Thus, an improved BP learning algorithm is adopted in this paper by introducing a momentum term to solve the defects of traditional learning algorithm.

![3-layer BP neural network](image)

**Fig. 1** Topology of 3-layer BP neural network

### 2 Improved BP neural network

The objective function of BP neural network is defined as:

$$ J = \frac{1}{2} \sum_{p=1}^{N} \sum_{k=1}^{m} (y_k^p - o_k^p)^2 \quad (1) $$

where $o_k^p$ is the output of node $k$ under the effect of sample $p$, while $y_k^p$ is the target value, $m$ is the dimension of output vector, $N$ is the number of training samples.

Training process of BP neural network is to minimize its objective function, and includes the following steps:

1. **Initialization**
   - Set the node number of input layer $n$, node number of hidden layer $l$ and output layer $m$.
   - Set the connection weights between input layer and hidden layer $\omega_{ij}$, and the connection weights between hidden layer and output layer $\omega_{jk}$.
   - Set the thresholds of hidden layer $\{a_1, a_2, \ldots, a_l\}$ and the thresholds of output layer $b = [b_1, b_2, \ldots, b_m]$.

2. **Calculation of hidden layer output**
   - $h_j = f \left( \sum_{i=1}^{n} \omega_{ij} x_i - a_j \right) \quad j = 1, 2, \ldots, l \quad (2)$

3. **Calculation of output layer output**
   - $o_k = \sum_{j=1}^{l} h_j \omega_{jk} - b_k \quad k = 1, 2, \ldots, m \quad (3)$

4. **Update weights**

   - $\omega_{ij} (t+1) = \omega_{ij} (t) + \eta \left[ (1-\beta) D_i(t) + \beta D_i(t-1) \right] \quad i = 1, 2, \ldots, n \quad (4)$

   - $\omega_{jk} (t+1) = \omega_{jk} (t) + \eta \left[ (1-\beta) D_k(t) + \beta D_k(t-1) \right] \quad i = 1, 2, \ldots, n \quad (5)$

   where $\eta$ is the learning rate, and $\eta > 0$, $D(t) = -\partial J / \partial o_j (t)$ and $D_k (t) = -\partial J / \partial o_{jk} (t)$, $\beta$ is the momentum factor and $0 \leq \beta < 1$.

5. **Update thresholds**

   - Update $a_j$ and $b_k$ by the error of output $o_k$ and target output $y_k$.
\[ a_j(t+1) = a_j(t) + \eta h_j (1-h_j) \sum_{k=1}^{m} a_{jk} (y_k - o_k) \] (6)

\[ b_k(t+1) = b_k(t) + (y_k - o_k) \] (7)

(6) Go to step (2) until the mean square error is satisfied.

In tradition BP neural network, the learning rate is a constant. Value of learning rate has a great effect on the training process. If it is too large, the network will instable. But too small value will lead to slow convergence rate. Thus, we use a new BP neural network in which the learning rate is variable according to the change of mean square error. In training process, if the error decreases, the learning rate increases; otherwise, the learning rate decreases.

\[ \eta(n+1) = \begin{cases} 
  kinc \times \eta(n), & \text{while } E(n+1) < E(n) \\
  kdec \times \eta(n), & \text{while } E(n+1) > E(n)
\end{cases} \] (8)

where \( kinc \) and \( kdec \) are increment factor and decrement factor respectively.

3 Experiments

3.1 Dataset

We use the test data of offline AC test device developed by Electric Power Research Institute of Jilin Province as the experimental dataset. The test data is the current of OLTC in switching process and we select the mean value, variance, mean value of derivative and effective value of the current as the features of test data. We mainly focus on the fault of transition resistance break and poor contact. Thus, we collected 2000 test samples, including 1000 normal samples, 500 resistance break samples and 500 poor contact samples. 1800 test samples are used as training dataset, while the rest samples are the testing dataset.

3.2 Fault recognition by improved BP neural network

(a) Steepest descent BP neural network  
(b) momentum BP neural network

Fig. 2 Experimental result of steepest descent BP neural network and momentum BP neural network
We thank the Electric Power Research Institute of Jilin Province for providing experimental data.

Fig. 3 Experimental result of momentum BP neural network with variable learning rate

Table 1 Testing results of 200 samples

<table>
<thead>
<tr>
<th>Samples</th>
<th>Output layer</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Node 1</td>
<td>Node 2</td>
<td>Node 3</td>
</tr>
<tr>
<td>Resistance break</td>
<td>Target value</td>
<td>Actual value</td>
<td>Actual value</td>
</tr>
<tr>
<td>Poor contact</td>
<td>Target value</td>
<td>Actual value</td>
<td>Actual value</td>
</tr>
<tr>
<td>Normal</td>
<td>Target value</td>
<td>Actual value</td>
<td>Actual value</td>
</tr>
</tbody>
</table>

Set the network precision as 0.001 and learning rate as 0.01. Experimental results of steepest descent BP network and momentum BP neural network are showed in Fig. 2. We can find that the two neural networks fail to achieve the setting precision within 2000 steps. Furthermore, in Fig. 2 (a) the testing precision has a great difference with the training precision, illustrating that this kind of network is not suitable for fault recognition of OLTC.

Fig. 3 shows the experimental result of momentum BP neural network with variable learning rate and we can find that this network achieves setting precision only in 154 steps, far faster than the above two networks. All 200 testing samples are convergent, and the results are listed in Table 1. We can find that the actual output values are really closed to the target values, illustrating the effectiveness of proposed fault recognition method.

4 Conclusions

In this paper, a fault recognition method for OLTC based on momentum BP neural network with variable learning rate is proposed. This improved network is designed to solve the defects of traditional version. Experimental results showed that the proposed fault recognition method has the ability to recognize the fault of resistance break and poor contact.
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