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Abstract: This article presents an method of making out the optimized solution to the basic
system of linear equations.In the process, it only needs to use the properties of simple
elementary row transformation and number multiplication vector to directly obtain the
basic solution system of the homogeneous linear equation system, and also directly obtain
the special solution of the non-homogeneous linear equation system and the corresponding
basic solution system of the derived system.

1. Introduction

For the basic solution system of a homogeneous linear equation system with infinitely many
solutions, the textbooks [1-4] all usen—r(A)independent vector to solve. Li Yun [5] directly

constructed the special solution of the non-homogeneous linear equations and the basic solution
system of the derived system. Zhao Yanhui [6] transforms A into the row minimalist

I * *
formLr Aioz}through elementary line transformation, but still need to construct the matrix{ Az } ,

n-r

the column vector is a basic solution system of the equations. Li Guozhong [7], Han Xinshe [8], etc.

AT b "
Is to use elementary transformation.First reduce{ b (ﬂto 0 P} |by elementary row
- -b" 0

P O
transformation corresponding to[ 0 J, proving that the column vector of P,is a basic solution

system of homogeneous linear equations. Then, through the corresponding to the primary

D P 0
transformation| 0 P, |is reduced to{ C; J, gaining a particular solution of linear equations X, .
-b" 0

For non-homogeneous, this method requires two specific elementary transformations, which is



tedious and difficult to understand and remember. He Fangli [9] used the elementary row
transformation to transform the coefficient matrix into a row step matrix, but it cannot directly find
the basic solution system. It is still necessary to fill in the blanks to construct the vector in the basic
solution system. And the process needs the solver to remember the formula.

2. Optimal solution of basic solution system

Consider the solution of general linear equations (1)
A X+ A X+ X, :bl
Ay X+ X, +-+-8,, X, =h
211 22732 2n"*n 2 (1)

A X A, X+, X, = bm

Let
a, &, a, X, b,
A= ay Ay ot Ay, X = X, b= bz
a a a X b

m2

Then the matrix form of the system of equations (1) is Ax =b, and the matrix form of the derived
system of the system of equations (1) is

Ax=0 ?)
When r(A)=r(Ab)=r<n, there are infinitely many solutions to equations (1) and (2).

Applying elementary row transformation to the augmented matrix(AEb)of equations (1), it can be
transformed into the following form:

10 -+ 0 Ky Ky - k4
o1 .0 2r+1 2r+2 2n 2
00 - 1 kr r+l I(r r+l kr r+l d r (3)
00 -0 0 B 0| 0
00 -0 O N 0| 0
That is, equations (1) and (4) have the same solution
X = dl - k1r+er+l - klr+2Xr+2 - klan
X, :dz_k2r+1xr+1_k2r+zxr+2_"'_kznxn )
X, = dr - kr raXea ~ kr X T kran
Where, X, , X.,, , - , X, are free variables.Let free variables be arbitrary

constantsC, (i =1,2---n—r),



X, =d,

k1r+1 1

k1r-¢—202 k c

in¥n-r
X, = dz _k2r+lcl_k2r+2C2 - anCn r
. . . X _d krr+l 1 krr+2¢2_'“_krncn—r
then equation(4)is equivalent to e
+1 -V
2=C
Xﬂ :Cn—r
or
Xy =d _k1r+1C1_k1r+2C2_ _klncn r
X, —d k2r+l 1 k2r+2 anCn r
X, _d krr+ krr+ c _'”_krncn—r
=1c +Ocl 1+--~+(§c2 ©)
r+1_ 1 2 n—r
X,., =0C, +1c, +---+0c,_,
X, =0c, +0c, +---+1c
the matrix form of equation(5)is equivalent to:
I Xy ] _dl __k1r+1_ i klr+2_ __kln_
X, dz - kz r+l kz r+2 - k2n
Xr dr c _krr+1 ic _krr+2 i ic “Rrn 6
= + coa
N i P R A A ©)
x.,| |0 0 1 0
_Xn__O__O__O_ 1|
or
n=[d, d 00 - 0f
51 :[_ k1r+l _k2r+l _krr+1 10 O]r
52 :[_ klr+2 _k2r+2 _krr+2 01 O]T
gn—r:[_kln _an _krn 00 :l‘]T

then equation (6) is transformed into



= 77+C1§l +C2§2 +'”+Cn—r§n—r (7)

Theorem 1: &,&,, -+, <&, is a maximally linear independent solution set of homogeneous linear
equation (2).

Demonstrate, First prove that & , &, , -, &, is linearly independent. With a set of
numbersy,, Y,, ", Yor

yl‘fl + yzfz tee yn—r‘/:n—r =0
or

- k1r+1y1 _klr+2y2 _'“_klnyn—r =0
_k2r+lyl _k2r+2y2 _"'_anyn—r =0

_krr+ly1_krr+2y2_“'_krnyn—r =0
1y1+0y2+"'+0yn—r =0
0y1+1y2+"'+0yn—r =0

0y1+0y2 +”'+1yn—r =0

The solution: Yy, =Y, =---Y,., =0.S0 &,&,,---,&,are linearly independent.From equation(7)we
know that,any one of the solution of equation set(2)is one of the Linear combinations of
&,¢&,,+,&,.The theorem is proved.

The following demonstrates that any solution of the linear equations (2) can be linearly
expressed by &,&,,-+,<,.

Letb =0, Get the derived set(2) of equations (1), then apply elementary transformation on its
augmented matrix (A:0) the in(3)d,=d, =---=d, =0, or 7=0. Under this circumstance,(7)is
equivalent to

' = lé:l +C2§2 +'”+Cn—r§n—r (8)




Demonstration finished.

Definition 1: A maximal independent set of solution set of a homogeneous linear equations is
called a basic solution system of the equations.

Example 1. What is the basic solution series of homogeneous linear

X, +2X, + X3 —2X, =0
equationsy2x, +3X,-Xx,=0  ?
X, —X, =5X; +7X, =0

Solution: The following is the corresponding coefficient matrix and transform it into the simplest
form of rows using elementary transformation

1 2 1 -2 1 0 -3 4
2 3 0 -1|»>01 2 -3
1 -1 -5 7 0 0 0 O

That is, the original equations have the same solution with the following equations

X, = 3X; —4X,
X, = —2X5 +3X,

Let free variables X; =¢C,, X, =C,,(C,,C, are arbitrary constants)then

X 3c, —4c, 3 -4
X, | _ —-2¢, +3c, ¢ -2 e 3 Py
X, 1c, +0c, 11 o R
X, Oc, +1c, 0 1

From the theorem 1 and definitions 1, &, , &, are a basic solution system of the original equations.
Example 2: Use the basic solution system to represent all the solutions of the following linear

equations.
X, +2X, + X; —2X, =3
2X +3X, =X, =5
X, —X, =5%X;+7X, =0
Solution The following is the corresponding augmentation matrix and transform it to the simplest
form of rows using elementary transformation
1 2 1 -23 10 -3 41
2 3 0 -15/»>01 2 -31
1 -1 -5 70 00 0O 0O
. .. . . . )(1:3)(3_4)(4"'1
That is, the original system of equations has the same solution with :
X, =—2X; +3X, +1

Let X;=¢,, X,=c,, where c;,cC,are arbitrary constants, then


https://cn.bing.com/dict/search?q=maximal&FORM=BDVSP6&mkt=zh-cn
https://cn.bing.com/dict/search?q=independent&FORM=BDVSP6&mkt=zh-cn
https://cn.bing.com/dict/search?q=subset&FORM=BDVSP6&mkt=zh-cn

X 3c, —4c, +1 1 3 -4
X | _ -2¢,+3c,+1 _ 1 i, -2 ‘e, 3 O ACE,.
Xq 1c, +0c, 0 0
X, Oc, +1c, 0 1

3. Conclusions

This paper presents a new method for making out the basic solution system of homogeneous
linear equations:

(1) The coefficient matrix A of the linear equations is transformed into a row minimal matrix, and
an equivalent equation system is written according to the row minimal matrix,

(2) Let free variables be arbitrary constants ¢;(i=12---n-r),

(3) Propose a common factor (arbitrary constant) C; (i =12---n- r) using the nature of the vector
itself,inferred :

[Xl X2 T Xr Xr+1 Xr+2 e Xn]T = 151 + C2§2 teet Cn—ré:n—r ’

Where &, , &, , -+, &, is a basic solution system of the corresponding homogeneous linear

equations.

This solution method is applicable to both homogeneous and non-homogeneous linear equations.
The solution to these two equations is completely the same and easy to use. The whole process only
needs to simplify the general solution of the system of equations, which makes it easier for students
to understand the nature of the basic solution system, and it is also convenient for them to establish
the connection between the previous knowledge points.
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