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Abstract: In the article, we first introduced the conception of non full rank model. Using the 
knowledge of probability theory and mathematical statistics, similar to the regular inverse 
of matrix, the general solution of normal equations was obtained by using the conditional 
inverse of matrix. In addition, by introducing the concept of estimable quantity, we found 
that the BLUE of the estimable quantity was unique. In addition, for the non full rank linear 
model, we estimated the estimable parameters and analysed the variance, and then solved 
the confidence interval of the parameters. Ultimately, we analysed the parameter estimation 
on the basis of the linear model. 

Admittedly, linear models are widely used in biology, medicine, economy, management and 
other fields. And in the past few years, considerable attention has been paid to full-rank linear 
models. One common approach to estimating the parameters of a full-rank linear model is the 
method of least-squares. However, not all linear models are full-rank[6]. For example, an 
experimental comparison of the three kinds of pain relievers for effectiveness in alleviating arthritis. 
Therefore, it is desirable to explore the non-full-rank models. 

In this paper, the conclusions we have obtained are based on the theories of full-rank models, 
such as the methods for estimating parameters, the approach to analysing variance, and the way of 
estimating confidence interval. However, what makes us special is that we replace the regular 
inverse with condition inverse of the matrix to solve the normal equation, and obtain the uniform 
form of all solutions of the equation. What’s more, different from directly estimating the parameters 
in full-rank model, the estimable function consists of parameters is estimated in this paper.  

1. The non full rank model 

The less than full rank linear model is 
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y X β ε= +  

Where the design matrix X  has non-full rank. And we assume that ε  is multivariate normal and 
( ) 0E ε = , 2( )Var Iε σ= . 
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2. Parameter Estimation 

2.1 Conditional inverse 

Definition 1：If D  is a n p× matrix, there exists a  p n×  matrix cD  which is known as the 
conditional inverse matrix of D  such that it satisfies the property : cDD D D= . If n p= and D  is 
nonsingular, then the 1cD D−= . 

The cD can be figure out by following steps: 
Step1: Find a reversible sub-matrix of D and it has the same rank as D  ,then mark it as M ;  
Step2: Construct a new matrix cD  of the same size as TD  in the following form: 
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And cD is the conditional inverse matrix of D  that we want. 
Proof: We assume M is the principal sub-matrix of D , and write 
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Due to ( ) ( )r M r D= , all other columns of D can be written as linear combinations of the first 
( )r D columns. So, there is a matrix T such that 
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And then we can gain that 1
22 21 21 12D D T D M D−= = . 

Hence, we can prove that 12
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2.2 Solving the normal equations 

Since the normal equation T TX Xb X y= is consistent in the general linear model y X β ε= + , it 
always has a solution. However, for the linear model with low rank, the normal equation has 
countless solutions, which impedes the work of parameter estimation. Next, we're going to solve the 
normal equation. 

Before we do that, let’s pay attention to the general consistent system Dx g= . Obviously, cD g  is 
a solution to the system, because  c cDD g DD Dx Dx g= = = . Then we can deduce that 

( )c cx D g I D D z= + −  solves the consistent system Dx g= ,where z  is a random 1p×   vector: 
Proof: 

( )

     ( )  
     ( )

c c

c c

Dx D D g I D D z
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= + −
= + − =
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Furthermore, if *x is any solution to the system, then we have * *( )c cx D g I D D x= + −   for any cD . 
According to the above conclusion, solutions to the normal equation are also found. For some z  

and any ( )T cX X , the solutions can be expressed as ( ) [ ( ) ]T c T T Tb X X X y I X X X X z= + − . 

2.3 Estimation 

Instead of directly estimating parameter β  in the full rank linear models, the estimable function 
Tt β  is first found in the linear models with low rank and then estimated Tt β . 

Definition 2: In the general linear model y X β ε= + , if there is a vector λ  makes the expected 
value of T yλ  is T TE y tλ β  =  , then the function Tt β  is estimable. 

In other words, a quantity is estimable if there is a linear unbiased estimator for it[6]. And there 
are two theorems for determining whether Tt β  is estimable: 

Th1: A function Tt β  is estimable if and only if linear system TX Xz t=  has a solution; 
Th2: A function Tt β  is estimable if and only if there are some ( )T cX X  that fulfils the 

property: ( )T T c T Tt X X X X t= . 
Now that we know how to judge the estimable function, we will introduce a well-known theorem 

that finds out the estimate of Tt β  and proves that the estimate of Tt β  is unique: 
Th3: (A Gauss-Markov Theorem[7]) The BLUE (an abbreviation for the best linear unbiased 

estimate)for estimable function Tt β  is T Tz X y , where z  is a solution to the linear system TX Xz t= . 
Moreover, for any solution to the system, this estimate is exactly the same and can be expressed as  

Tt b ,where b  is any solution to the normal equation T TX Xb X y= . 
According to the Th3 we can conclude that the BLUE is unique and equal to Tt b .This 

conclusion is of great significance to the development of the theory of non-full rank model. 
There is also a general conclusion for linear combinations of estimable quantities: 
Let 1 1 2 2

T T T
k kz a t a t a tβ β β= + + + , where 1 2, ,T Tt tβ β  and T

kt β  are estimable functions. Then z  is 
estimable, and the BLUE for z  is 1 1 2 2

T T T
k ka t b a t b a t b+ + + . 

3. Estimating 2σ  in the non full rank model 

For the residuals, we define their sum of squares is Re sSS  in the full rank model: 
1

Re ( ) ( ) [ ( ) ]T T T T
sSS y Xb y Xb y I X X X X y−= − − = − . 

Meanwhile, we assume the number of parameters is p , and the sample size is n . According to 
the above conditions, we estimate 2σ  by  

2 Re sSSs
n p

=
−

. 

Similarly, for the normal equations, if we suppose the arbitrary solution to them is b , we can 
also define  

Re ( ) ( )T
sSS y Xb y Xb= − − , 

in the less than full rank model. 
b  can vary, but Xb  will not, because X β  is estimable. 
Therefore, for the choice of b , Re sSS  is constant. 
Th4： Re [ ( ) ]T T c T

sSS y I X X X X y= − . 
How do we find an estimator for 2σ ? 
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Let’s consider Re sSS  again. Take ( )T c TH X X X X=  and remember that HX X= . 
2

Re[ ] ( )sE SS tr I H σ= − . 
Since I H−  is idempotent and symmetric, we have 2 2

Re[ ] ( ) ( ( ))sE SS r I H n r Xσ σ= − = − . 
Th5：In the general linear model y X β ε= + , suppose the rank of X  is r  and the mean and 

variance of ε  are 0  and 2Iσ , respectively. Then Re sSS
n r−

 is an unbiased estimator of 2σ . 

4. Interval estimation in the non full rank model 

For the full rank model, by multiplying a normal variable by the reciprocal of the square root of a 
2χ  variable, we gained a t  distributed quantity. And then we gained confidence intervals. 
The 2χ  variable was 

Re
2

sSS
σ

, 

and its degrees of freedom was n p− . 
The 2σ term was unknown, but there was another 2σ  term in the numerator, and they can offset. 

So we could calculate with something. 
We can proceed in a similar for the non full rank model. 
The procedure for finding a confidence interval for the non full rank model has two small 

differences with the full rank case.  
Firstly, we can only find the confidence interval of estimator! 
Secondly, we use the conditional inverse ( )T cX X , instead of the inverse 1( )TX X − . 
The remaining steps are the same. 
We have 

2

2

    ( )
              ( ) ( )
              = ( ) .

T T T c T

T T c T T c

T T c

Var t b Var t X X X y
t X X X IX X X t

t X X t
σ

σ

=

=  

Therefore, when the degree of freedom is n r− , we gained a t  distribution 

2 2

( ) / ( )
/

T T T T ct b t t X X t
s

β σ

σ

−
. 

For the (estimable) quantity Tt β , when the degree of freedom is n r− , we use a t  distribution to 
acquire its confidence interval: 

/2 ( )T T T ct b t s t X X tα± . 
For those estimable individual parameters, their confidence intervals can also be found by this 

expression. 

5. Results 

Through the analysis of this article, we get these following results: 
First and foremost, for some z  and any conditional inverse ( )T cX X , we obtain the general 

solution of the normal equations, which can be expressed as ( ) [ ( ) ]T c T T Tb X X X y I X X X X z= + − .  
Next, let 1 1 2 2

T T T
k kz a t a t a tβ β β= + + + , where 1 2, ,T Tt tβ β  and T

kt β  are estimable functions. Then z  
is estimable, and the BLUE for z  is 1 1 2 2

T T T
k ka t b a t b a t b+ + + . 
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Then, in the general linear model y X β ε= + , suppose the rank of X  is r  and the mean and 

variance of ε  are 0  and 2Iσ , respectively. Then Re sSS
n r−

 is an unbiased estimator of 2σ .  

Last but not least, for the (estimable) quantity Tt β , when the degree of freedom is n r− , we use 

a t  distribution to acquire its confidence interval: /2 ( )T T T ct b t s t X X tα± . Furthermore, for those 
estimable individual parameters, their confidence intervals can also be found by this expression. 

6. Discussion 

The non-full rank linear regression model also plays an important role in medical, financial, 
agricultural and other field, so it is of practical significance to its research. 

In this paper, we make point and interval estimation of the parameters of the non-full rank linear 
model. However, we can derive these results based on the assumption that the errors ε  have mean 
0 and variance 2Iσ . In practice, these assumptions do not always hold, which requires further study. 
Furthermore, another important research direction in the future is to explore the estimation and 
application of parameters in non-full rank and nonlinear models. 

It is worth mentioning that the biased estimation of some parameters in the linear model is better 
than the unbiased estimation (e.g. multi-collinear phenomenon) in certain conditions.  There are 
quite a few papers studying the biased estimation of linear model parameters, and some common 
biased estimation methods are Stein estimation, Ridge estimation, Liu estimation, and so on. Future 
research can be expected to apply the biased estimation methods to  non-full rank linear model. 
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