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Abstract: As an emerging means of transportation, electric vehicles have been regarded as 

having broad application prospects due to their advantages in energy conservation, emission 

reduction and carbon neutrality. However, due to the limitation of cruise range and the 

inconvenience of charging process, the promotion of electric vehicles is not smooth. So we 

introduces the application of reinforcement learning in this field and proposes a deep 

reinforcement learning scheme based on D3QN (Dueling Double DQN) to solve it. Finally, 

we compare D3QN algorithm with the current general DQN and DDQN algorithms in terms 

of success rate and reward value through comparative experiments. 

1. Introduction 

As an emerging representative of the new energy industry, electric vehicles have gained market 

favor and attention due to their advantages in energy conservation, emission reduction, and 

environmental protection. 

As a well-known combinatorial optimization problem, vehicle routing problem was firstly 

proposed by Dantzig and Ramser [1] as a truck scheduling problem in 1959, and was proved by 

Lenstra and Kan to be NP-hard problem. However, most of them are targeted at specific problems 

and need to be solved from the beginning each time. This new method includes using model learning 

heuristic instead of handwriting logic currently required by existing methods. [2]The latest 

development of reinforcement learning and the prospect of finding new algorithms without manual 

heuristics make this technology an obvious candidate for solving the challenges faced by 

combinatorial optimization problems: scalability and versatility.  

In order to resolve the dynamic random electric vehicle routing problem, literature [3] proposed a 

safe reinforcement learning solution, using Monte Carlo simulation to understand the random 

customer request and energy consumption offline, so as to plan the route safely and predictably online.  
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2. Related technology 

2.1. Reinforcement learning 

Reinforcement learning is a planning algorithm involving Markov decision process. Model based 

and model free reinforcement learning algorithms are the two most important types of reinforcement 

learning algorithms [2]. The difference between them is only whether to model the real environment. 

By comparison, model-free reinforcement learning is more simple and intuitive, and has better 

generalization.  

We define some symbols in reinforcement learning as follows:  

• State set S =  {𝑠1, 𝑠2, 𝑠3, ⋯ } 

• Action set A =  {𝑎1, 𝑎2, 𝑎3, ⋯ }  

• State transition probability function T = T(𝑠′|𝑠, 𝑎) = 𝑃[𝑆𝑡+1 = 𝑠′|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] , which 

means. The probability of transition from one state to another when taking action.  

• Reward function r = r(𝑠, 𝑎) = 𝐸[𝑅𝑡+1|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎], This means giving the expected value 

of s and 𝑎  rewards.  

• Strategy π = π(𝑎|𝑠) = 𝑃[𝐴𝑡 = 𝑎|𝑆𝑡 = 𝑠] , which means the probability of selecting action a 

after given state s.  

• Discount factor γϵ[0,1].  

2.2. Dueling Double DQN (D3QN) 

In order to reduce the overestimation of action values, the literature [5] proposed the double-depth 

duel Q network (D3QN) algorithm combining the double-depth Q network (DDQN) and dueling Q 

network (Dueling DQN). Literature [6] proposed a feasible idea of using two duel DQN networks to 

reduce the overestimation of action value during training.  

In D3QN algorithm, the method to calculate the target value is: 

𝑦𝑡 = 𝑟𝑡+1 + 𝛾𝑄(𝑠𝑡+1, 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄(𝑠𝑡+1, 𝑎; 𝑤𝑒); 𝑤𝑡)                                        (1) 

Wherein, 𝑤𝑒 represent the parameters of the evaluation network and 𝑤𝑡 represent the parameters 

of the target network. 

3. Scheme design 

3.1. Design ideas 

Markov decision process can model the uncertainty in the continuous decision of the system. 

Markov decision process includes action space a, state space s, reward r and state transition 

probability matrix p [7]. This paper randomly sets the distance and charging time between the electric 

vehicle and the charging pile, and designs a reward function to evaluate the generated solution.[8] 

3.2. Scheme model 

After referring to the electric vehicle charging algorithm based on DQL proposed in document [9], 

we propose an electric vehicle charging scheduling algorithm based on D3QN. Firstly, the initial state 

of the electric vehicle is defined as 𝑠 = [𝑥, 𝑦, 𝑒], where e represents the remaining electricity of this 

electric vehicle, and (𝑥, 𝑦) represents its position coordinates. 

Based on these discussions, this paper uses Markov decision process to define reinforcement 

learning tasks, and represents them as quaternion 〈𝑆, 𝐴, 𝑃, 𝑅〉 , namely state set, action set, state 
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transfer function and reward function. Each element is detailed as follows: 

(1) State set: marked as 𝑆𝑡 = {𝑠𝑡
1, 𝑠𝑡

2, ⋯ , 𝑠𝑡
𝑛}, where vector 𝑠𝑡

𝑁 = {𝑥, 𝑦, 𝑒𝑡
𝑛} represents the state of 

electric vehicle n at time t, 𝑒𝑡
𝑛 ∈ (0,10) represents the state of battery charge of vehicle v at time t, 

(𝑥, 𝑦) represents the  coordinates of vehicle n at time t. 

(2) Action set: recorded as discrete behavior space 𝐴𝑡 = {𝑎𝑡
1, 𝑎𝑡

2, ⋯ , 𝑎𝑡
𝑛}, 𝐴𝑡 includes all possible 

behaviors. 𝑎𝑡
𝑛 = {0,1,2,3,4} represents the action taken by the electric vehicle v in the state of 𝑠𝑡

𝑛. 0 

represents right driving, 1 represents upward driving, 2 represents left driving, 3 represents downward 

driving, and 4 represents charging. 

(3) Reward space: defined as 𝑅𝑡 = {𝑟1
𝑡 , 𝑟2

𝑡 , ⋯ , 𝑟𝑡
𝑛},  Wherein, 𝑟𝑡

𝑛  represents the reward value of 

vehicle v after it acts at time t. 

The following is the reward function proposed in this article: 

1) If the car arrives at the fast charging pile for the first time, it will receive a+1.5 reward to 

encourage the car to arrive at the fast charging pile, but after many times of arrival, it will gradually 

reduce the reward to prevent the car from frequently arriving at the charging pile; 

2) Similarly, if the car arrives at the slow charging pile for the first time, it will receive a+1.0 

reward (slightly lower than the fast charging pile) to encourage the car to arrive at the slow charging 

pile, but after many times of arrival, it will also gradually reduce the reward to prevent the car from 

frequently arriving at the charging pile; 

3) If the car is in the fast charging pile and its battery is low, it performs the charging action and 

gets a+0.5 reward to encourage the car to charge when it is out of power; 

4) If the car is in a slow charging pile and its battery is low, it performs the charging action and 

gets a+0.25 reward to encourage the car to charge when it is out of power; 

5) If the vehicle is located at a fast or slow charging pile and still performs charging action when 

its own power is sufficient, it will be rewarded with - 0.1 to prevent the vehicle from frequent charging; 

6) If the car is not in the fast or slow charging pile, but has carried out the charging action, get - 

0.1 reward to prevent the car from charging in other places; 

7) If the car runs out of electricity before reaching the destination, you will get - 1.0 reward; 

8) If the car does not reach the destination within 100 steps, it will get - 1.0 reward; 

9) If the car successfully reaches the destination, it will receive a large positive reward (2.0 * the 

remaining steps); 

10) If the car has sufficient power, it will receive a reward that is inversely proportional to the 

distance from the end (the closer it is to the end point, the greater the reward, with the maximum is 

0.5), which will guide the car to the end point. 

Interaction details: The amount of charging that the car gets when charging the fast charging pile 

is twice that of the slow charging pile, and the maximum number of steps per interaction cycle is 100. 

3.3 Scheme implementation process 

In order to realize deep Q learning, the first thing we need is deep Q network [10]. In order to 

improve efficiency, this paper needs to use a neural network with an input state and output an 

approximate Q value for each possible action. There are many methods for function fitting in machine 

learning. This paper uses a small Q network with two hidden layers.  

In order to ensure that the intelligent body can explore the environment, this paper uses the "𝜖 -
greedy" strategy (that is, the probability of 1 - 𝜀  will determine the action according to the Q function), 

which can be written as 

𝑎 = {
argmax

𝑎
𝑄(𝑠, 𝑎), there is a probability of 1 −  ε 

random, otherwise
                                 (2) 
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Generally, 𝜀  is set to a small value. In this paper, 𝜀 =0.1 is set. The self-learning process of D3QN 

is completed by calculating the state s, reward r and action a, and iteratively updating the objective 

function until the objective function completes the learning process and reaches the optimal control. 

In order to maximize the charging benefits, the objective function of electric vehicle charging, namely 

the optimal action value function, is as follows: 

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝑎 [𝑟 + 𝛾 max
𝑎′∈𝐴

𝑄(𝑠𝑖+1, 𝑎𝑖+1) − 𝑄(𝑠, 𝑎)]                              (3) 

In the formula, 𝛾  is the learning rate. Here, set 𝛾 =0.001, 𝑠𝑖+1, 𝑎𝑖+1 to represent the state and action 

of the next state. Formula (3) use time series differential learning objective  

𝑟 + 𝛾 max
𝑎′∈𝐴

𝑄(𝑠𝑖+1, 𝑎𝑖+1) to add Measure update 𝑄(𝑠, 𝑎), that is to say, make 𝑄(𝑠, 𝑎) to the time 

series difference error target 𝑟 + 𝛾 max
𝑎′∈𝐴

𝑄(𝑠𝑖+1, 𝑎𝑖+1)  is close. Therefore, for a group of data 

{(𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 , 𝑠𝑖+1)}, it is natural to construct the loss function of Q network into the form of mean square 

error: 

𝜔∗ = argmin
𝜔

1

2𝑁
∑ [𝑄𝜔(𝑠𝑖 , 𝑎𝑖) − (𝑟 + 𝛾 max

𝑎′∈𝐴
𝑄(𝑠𝑖+1, 𝑎𝑖+1))]

2
𝑁
𝑖=1                       (4) 

The goal of the final update of D3QN algorithm is to make 𝑄𝜔(𝑠𝑖 , 𝑎𝑖) approach  

𝑟 + 𝛾 max
𝑎′∈𝐴

𝑄(𝑠𝑖+1, 𝑎𝑖+1). 

4. Scheme implementation 

This section provides simulation results to test the performance of the D3QN-based deep 

reinforcement learning algorithm. And the code is based on Python and Python. 

4.1. Simulation environment settings 

The experiment randomly defines the position (two-dimensional variable) and current electric 

quantity (one-dimensional variable) of the electric vehicle, namely the triple (x, y, battery short), as 

well as the coordinates of the destination, the first fast charging pile and the two slow charging piles. 

There are five states of electric vehicles, including: right driving, up driving, left driving, down 

driving and charging. The amount of charging that the car gets when charging at the fast charging pile 

is twice that of the slow charging pile. The maximum number of steps per interaction cycle is 100. 

In order to realize the comparison with DQN algorithm and DDQN algorithm, this paper not only 

trains the D3QN model, but also trains the DQN and DDQN models. The learning rate of the three 

models is set to 0.001, and the convergence effect of the two algorithms is tested when the number of 

iterations is 20000. 

4.2. Comparison of results 

After training the DQN, DDQN and D3QN models, we conducted an experiment to simulate the 

path guidance of electric vehicles, and drew the success rate curve and reward curve according to the 

experimental results. 

The reward curve drawn by recording the reward values obtained by the three models in the 

iteration process is shown in Figure 1. The figure shows that the reward values obtained by DQN and 

DDQN are both low when they tend to converge. The reward values obtained by DDQN model are 

generally higher than those obtained by DQN model. Although the reward values obtained by D3QN 

model have been bullied, the value has been far ahead of the DQN and DDQN models. Figure 2 is 
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the success rate curve drawn based on the success rate of the three models in the iteration process. 

From the success rate curve, it can be clearly seen that D3QN>>DDQN>DQN at the end of 

convergence. The success rate of the model using DQN is still very low even if it is iterated several 

times in the face of relatively complex path problems. Although DDQN has significantly improved 

compared with it, the range is limited, but it has only increased to 0.05. The model based on D3QN 

reached 0.35 after it became stable.  

 

Figure 1: Reward Curve 

 

Figure 2: Success Curve 

To sum up, the deep reinforcement learning method based on D3QN proposed in this paper finally 

learned to reach the predetermined charging strategy and achieved better performance. 
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5. Conclusion 

In order to make a better judgment on the choice of charging pile for electric vehicles, the paper 

devises a deep reinforcement learning algorithm based on D3QN to train the agent to choose the route 

in the journey through local information. Finally, it compares it with DQN algorithm and DDQN 

algorithm through comparative experiments. The experiments show that D3QN algorithm has 

obvious advantages in improving the success rate and can obtain significantly higher reward value. 

In the future, this work can further study its scalability and experiments in the case of multiple electric 

vehicles. 
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