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Abstract: Detecting the concentration of students in the classroom can help teachers 

quickly understand the participation and activity of students. However, the concentration of 

students has complex spatiotemporal distribution and evolution laws, which is challenging 

to identify and quantify. This paper proposes a novel student concentration evaluation 

method based on emotional evolution and virus transmission, which analyzes the 

spatiotemporal characteristics of concentration. The research contents are as follows: (1) A 

visual emotion classification method based on deep learning algorithm is developed to 

identify and quantify the emotion changes of each student. (2) On the basis of 

quantification results of emotion, the concentration index model with introducing the 

theory of virus transmission is established and further used to explore the spread of student 

concentration in spatiotemporal dimensions. (3) The Wilcoxon rank sum test (RST) is used 

to verify the difference of the results calculated by concentration index model in different 

semesters, and the reliability of the model can be reflected by the Pearson correlation 

coefficient between the centroid of the spatiotemporal distribution of concentration and 

final exam results. The experiments of 64 offline courses have been carried out in a same 

class for two semesters, and the results show that the concentration of student in the spatial 

dimension can be affected by negative and positive emotions from different regions, while 

in the temporal dimension, the high concentration level will decrease with increase of 

course time, and the generation speed of this phenomenon will be further exacerbated after 

coupling the spatial factors. 

1. Introduction 

In the current research field of concentration evaluation, many researchers use sensor signal of 

Electroencephalogram (EEG) to detect the degree of concentration [1]. Although this method has 

been proven to be effective, it requires the subject to wear a fixed monitoring instrument. For actual 

demand scenarios, it is unrealistic to realize the application of this method without any 

psychological resistance and additional costs. In order to achieve the purpose of non-intrusive 

concentration detection, image recognition technology is employed to classify the apparent 

properties which is used as key data features for concentration analysis, such as eye movement, 

gesture, head posture and the associated emotions [2,3]. This kind of method is also an important 
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part of the mainstream biological information acquisition system. 

Emotion is an organic collection of a variety of apparent properties and maintains a strong 

correlation with concentration, and different combinations of apparent properties can be used to 

express specific emotions [4]. In the field of education, this research achievement has been 

successfully applied to the intelligent tutoring system, which enhances student concentration by 

observing the emotion changes in real time and taking individualized one-to-one counseling 

activities [5]. In addition, refining the combination of apparent features can obtain a more accurate 

emotion classification state, which can be further integrated with machine learning algorithms, such 

as the TAN Bayesian classifier reported by Singh [6], to characterize the concentration for study. 

The above researches show the feasibility of using the results of emotion classification to enhancing 

concentration and analyzing its influencing factors, however, the inconsistent apparent properties 

used for emotion classification make the mapping relationship between concentration and factors 

diverse, which is difficult to be applied in synchronous teaching environment with single 

acquisition equipment [7]. To solve this problem, D'mello et al. divided student emotions into 

confusion, happiness, frustration and boredom through facial expression correlation test [8], the 

conclusion of which also provides a reference for subsequent evaluation of the relationship between 

emotion and concentration. The unified mapping relationship between apparent property and 

emotion classification can achieve stable emotion recognition model after coupling computer vision 

algorithm and machine learning algorithm, such as Convolutional Neural Networks [9], Optical 

Flow Method [10], Local Binary Pattern [11], Long Short Memory [12] and OpenFace Framework 

[13]. This kind of model takes the items of facial expression feature and emotion classification as 

the input parameters in the model training process. While meeting the needs of non-intrusive 

detection, it can quantify the level of emotion and provide a reference data for the association and 

mining work of concentration. 

The flow of emotion in the spatiotemporal dimension can be theoretically used to analyze the 

evolution laws of student concentration and the influence mechanism of its transmission process 

[14]. The existing research mainly focuses on the form of investigation report and expert evaluation 

[15], which is feasible for a single student, but for a wide range of group forms, it is difficult to 

obtain a continuity conclusion on the strength and direction of concentration. The emotion 

recognition method developed in combination with computing technology is an objective and 

efficient method to recognize the concentration, such as emotion and concentration statistical 

system based on LabVIEW [16], and real-time analysis system of facial expression and 

concentration [17]. Although such methods can achieve the purpose of instantaneous evaluation of 

individual concentration, the influence factors are inclined to be static [18], which seems not 

applicable to the situation that both emotion and concentration are dynamically transmitted and 

interacted in the spatiotemporal dimension, especially in the classroom that pays attention to 

information transmission and communication.[19] Recently, some studies began to realize that the 

existence of interaction phenomenon is the main factor affecting the change of concentration, and 

started to analyze the correlation between concentration and its dynamic evolution law, but there is 

still a lack of systematic summary [20]. 

In the present paper, spatiotemporal characteristics based on emotion evolution and virus 

transmission have been for the first time applied for evaluation of student concentration. Emotion 

evolution based on facial expression can be used to recognize quantitative concentration in complex 

interactive environment, which avoid the generation of psychological resistance. Besides, the 

introduction of virus transmission makes emotion data flow and affect each other in the 

spatiotemporal dimension, which makes it possible to the dynamic evaluation of concentration. The 

rest of this paper is organized as follows. In Sect.2, the concentration index model integrated by 

emotion evolution and virus transmission are explained in detail. Section 3 describes the impact of 
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the changes of student concentration and its influence factors in spatiotemporal dimension. Sect.4 

outlines conclusions. 

2. Method 

The concentration index model with spatiotemporal characteristics is established. The emotion 

classification results are used as parameters input the model, and the results calculated by the model 

are further verified by the Wilcoxon rank sum test and Pearson correlation analysis. The related 

methods are described in detail in this section. 

2.1. Emotion Classification  

Emotion classification is realized by establishing the correlation between facial expression 

features of student and the emotion state. The high-definition camera captures facial expressions 

and forms a image set V = {I1, I2,...,Ii,...,In}, where Ii is the i-th frame image in video V, and the n is 

the total number of frames per second. As the initial input of emotion classification method, image 

set V provides data source for face detection and emotion classification, and the flow chart of this 

process is shown in Figure 1. 

 

Figure 1: The workflow of visual emotion recognition system. 

Face recognition: The deep learning algorithm of Multi-Task Cascaded Convolutional Networks 

(MTCNN) is used to detect faces in image set V, which has been successfully applied in the systems 

of student attendance and school security [21]. Compared with other depth learning algorithm, the 

MTCNN reduces the number of convolution kernel and increases the depth of each network through 

a three-layer convolution network to achieve fast and accurate face detection and alignment. Since 

the algorithm is only used for data acquisition, the algorithm can be constructed reference to the 

article report of MTCNN [22] to avoid repetitive discussion. The face image set F and the related 

feature vector f can be obtained by inputting the image Ii to MTCNN. The key feature points of the 

face, such as eyes, tip of nose, corner of mouth, eyebrows and other contour points, are located by 

calculating vector f, and the face alignment is completed by affine transformation. The alignment 

results are compared with the faces in the training model [23] to achieve the purpose of face 

recognition. 

Emotion classification: The forms of emotion in the cognitive range are generally divided into 

classified emotion state and dimensional emotion space, which correspond to discrete and 

continuous information expression respectively [24]. In the classified emotion states, emotions are 

composed of a series of states. These states will appear on the face and naturally form a specific 

expression on person without professional training. In the dimensional emotion space, emotion is 

usually defined as a point in n-dimensional space, which is similar to the 

Pleasure-Arousal-Dominance (PAD) space [25] or the Valence-Arousal (VA) space [26]. Although 

the dimensional emotion space is flexible in describing the continuous evolution of emotion, it is 

often unable to intuitively explain the instantaneous emotional state, which undoubtedly increases 

the difficulty of real time analysis. The interpretability of discrete emotional state is beneficial to 

modeling, which can be defined as happiness, surprise, neutrality, sadness, disgust, fear and anger.  
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The parameters of convolutional neural network Res-Net50 [27] in deep learning algorithm are 

adjusted and compared with FER2013 data set [28], which contains 28709 emotion training sets and 

3589 test sets. The artificial accuracy of the test is 65 ± 5%, while the accuracy of the training 

model in this paper is 70.2%. It is considered that the algorithm can provide intermediate variables 

for the subsequent emotion evolution analysis. When face image set Fi are input into the algorithm, 

the set S of different emotions will be output, which includes the probability pe(t) of emotion at time 

t. The emotion recognition result with the highest accuracy probability is the expression recognition 

result. The relationship between emotion with different weights and dummy variables is shown in 

Table 1. 

Table 1: The weights for seven facial expression 

Facial 

expression 
Happy Surprise Neutral Angry Sad Fear Disgust 

e 1 2 3 4 5 6 7 

We 7 6 5 4 3 2 1 

2.2. Spatiotemporal Concentration Index Model 

The classification of concentration is actually the clustering result of different types of emotions 

in high-order space, which needs the combination of weighted emotion calculation and threshold 

division [7]. Previous studies have regarded the problem of concentration recognition as a binary 

classification problem, and divided it into positive and negative states. Hence, the expression of 

concentration score and concentration state can be expressed as (Li et al., 2020)[7]. 
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Where g(tm) represents the concentration score at tm moment, C(Sx,t) represents the concentration 

state of student x at time t, pe(tm) represents the probability of obtaining emotion e at tm, k represents 

the number of emotions actually judged, We,max and We,min represent the maximum weight and 

minimum weight of each emotion at tm moment respectively, P and N represent positive and 

negative states respectively, α represents the threshold of the partition. 

In practical observation, we find that the change of concentration has gradient change 

characteristics within a certain time range. Obviously, it is difficult to characterize this phenomenon 

by the two classification methods of Eq.(1) and Eq.(2). In order to characterize the transition of 

concentration from one state to another, it is necessary to subdivide the concentration state and 

convert the transition interval between each state into low stability states. The low stability states 

are easy to influence and change each other, while far away from this state is the high stability states. 

Hence, the average of concentration scores g'(tm) in a certain period of time t is used to represent the 

time transition of state, and each state is divided into high and low steady state. The Eq.(1) and 

Eq.(2) can be improved as follows 
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Where, C'(Sx(t)) is the subdivided concentration state. Δt is the time interval. LP and LN are the 

low positive and negative states. HP and HN are the high positive and negative states.  

We tested the subdivided concentration state C'(Sx(t)) in a same class and show the results in 

Figure 2. The recognition ability of Eq.(3) and Eq.(4) in concentration is verified, more importantly, 

the time transition effect of subdivided LP and LN means that there is a certain transmission law 

between HP and HN. For example, from Figure 2(a) to Figure 2(f), the slight change of HP and HN 

in quantity is accompanied by the significant gradient change between LN and LP in time. The 

change process of states is difficult to be explained mathematically.  

 

Figure 2: Changes of concentration state in a same class. 

Due to the lack of quantitative expression of transmission law, the state change process is 

difficult to be explained mathematically. In order to solve this problem, the questionnaire [7] is 

adopted to collect other influence factors. The questionnaire results show that attention of surveyed 

student is usually affected by the facial expression, voice, action of students in adjacent seats, while 

students far away from the surveyed students are not mentioned in the questionnaire. Combining the 

questionnaire results with Figure 2, it can be found that there is an obvious dividing line between 

HP and HN. The high steady states are difficult to approach each other, and can only rely on the low 

steady state to carry out gradient transmission in space. Assuming that HN is a harmful emotion and 

HP is a healthy emotion. The process of transmission between them through LP and LN shows a 

similar process with the virus transmission in the spatiotemporal dimension, which also provides a 

theoretical basis for the introduction of virus transmission theory. 

There are three common virus transmission models: single population model [29], compound 

population model [30] and micro individual model [31] [32]. For this kind of model is mainly 

aimed at the mobile scene, it cannot be used directly in a relatively certain classroom environment. 

However, the common factors contained in the virus transmission model can be used for reference, 

which are the immune population (IP) and susceptible population (SP). IP is analogous to HP and 

HN in the concentration state, while SP corresponds to LP and LN. Based on the virus transmission 

theory, the transmission scenario within the effective range D is established to simulate the diffusion 
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and evolution of concentration among student groups, as shown in Figure 3. 

 

Figure 3: Maximum affected range of S0. 

The model takes student S0 as the center, and the solid border is the maximum affected range D 

of the student. σ represents the intensity at which students in a high steady state are affected, δ 

represents the intensity at which students in a low steady state are affected. The impact intensity 

comes from the virus transmission model SIRS [33], in which, σ is used to describe the transition 

rate from non susceptible type to susceptible type, which is usually set to 0.01-0.6, and δ is used to 

describe the transformation rate from susceptible type to non susceptible type, which is usually set 

as 0.6-1. For the concentration of students, the influencing factors σ is less than the value of the real 

virus index and can be set within 0.01-0.3. The value of Influence factor δ is set between 0.3-1. The 

concentration index model CI(Sx(t)) considers the dynamic transmission and interaction of different 

students' concentration in the space-time dimension, as shown in Eq.(5). 
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Where CI(Sx(t)) is the concentration index of Student x in time t, Tl is normalization parameters. 

2.3. Verification Method 

It is assumed that learning environment for student is stable for a certain period of time, which is 

the prerequisite for the analysis of spatiotemporal characteristics of concentration. The experiment 

is conducted in 2 semesters, and the results of spatiotemporal concentration index model are divided 

into two groups independent sample, n1 and n2, according to semesters. The accuracy of the model 

is verified by the sample difference and correlation test between independent samples and semester 

grades. 

Common test methods for testing the sample difference include T-test [34], Wilcoxon rank sum 

test [35] (RST) and Wilcoxon signed rank test [36]. Among them, the T-test needs the sample to 

meet the condition of normal distribution and homogeneity of variance, and the Wilcoxon signed 

rank test ignores the difference between the observed value and the data center position. 

Considering that the concentration index in the spatiotemporal dimension needs to be quantified by 

the cluster center, the RST is used as the test method, which is shown in Eq.(6).  
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where, T is the rank sum of smaller samples, Z is the test statistic. The significance level P is 0.05. 

When p<0.05, the assumption that the calculation results in two semesters are independent samples 

is rejected, which means there is no significant difference in the concentration index between two 

semesters. This is obviously inconsistent with the reality and shows that the model is inaccurate.  

The center point of spatiotemporal concentration index is found through clustering algorithm, 

which is used to quantify the student concentration in a certain period of time. In order to reflect the 

practical law of the positive correlation between concentration and course score, the accuracy of the 

model needs to be tested by the Pearson correlation between the center point and the course score. 

Therefore, the spatiotemporal concentration model can be considered to be feasible for practical 

application when meeting the conditions of rank sum test and correlation analysis at the same time. 

3. Results 

3.1. Experiment Setup  

The experiment is conducted in 2 semesters with a total of 64 lessons. Unified classrooms are 

adopted and students are advised to reduce the number of seat exchanges between classes. The HD 

camera is used as the acquisition equipment of facial features, the parameter of which is 1920×1080 

resolution and 2 megapixel. The acquisition frame rate is set to be 3 frames per second to avoid a 

large number of duplicate images in set V. The same class with a total of 28 students is selected to 

participate in the experiment, and before the experiment, we will inform all students and get their 

consent. There is no deliberate interference and arrangement in the experiment environment, which 

is consistent with the actual situation of normal class. The experiment environment is shown in 

Figure 4. 

 

Figure 4: Classroom environment 

3.2. Analysis of Spatiotemporal Characteristics of Student Concentration 

According to the flow chart in Figure 1, each image Ii in the image set V captured by HD camera 

is input into the module of Face recognition to recognize the j-th student corresponding to the face 

image set Fi,j. The Fi,j is sorted by time series and input into the module of Emotion classification,  

and the subdivided concentration states C'(Sx(t)) are obtained by Eq.(4).  

In the spatial dimension, the classroom is divided into 6 areas, which corresponds to the free 

choice behavior of student based on the attention inertia before class. The division area of the 
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classroom is shown in Figure 5. The students identified in Figure 6 are marked in turn according to 

the divided areas, and the selection frequency of students in each area is counted, which is shown in 

Figure 7. There are obvious spatial differences in the selection frequency of divided areas. In the 

front area of the classroom (close to the blackboard), such as Area1, Area2 and Area3, students who 

have selected these areas more than 50 times rarely appear in Are4, Area5 and Are6 in the back, and 

vice versa. This shows that the concentration inertia of some students in LP and LN states is more 

difficult to change than that of other students, which also reflects the polarization of student 

performance.  

            

Figure 5: Division of six areas in the class.  Figure 6: Selection frequency of students in each area. 

Cluster analysis is carried out on the state score g'(tm) corresponding to the subdivided 

concentration states C'(Sx(t)) in Figure 4. The cluster results are shown in Figure 7. The 

concentration scores of students are clearly divided into two major categories with the color mark of 

0.4, which reflects the high steady state and low steady state for concentration. As the threshold of 

concentration score g'(tm) clustering, the color mark can provide threshold in Eq.(4), where α2 = 0.4. 

The clustering results also confirm the significance of the existence of the binary classification state 

and its threshold α in Eq.(1). In each main category, two secondary categories are divided by color 

thresholds of 0.7 and 0.15, which correspond to the threshold of α1 and α3 respectively in Eq.(4). 

Combined with the results of area selection in Figure 6, students in each area are classified into the 

category of concentration state, and the spatial distribution of concentration state can be shown in 

Table 2.  

 
a) Average concentration score of each student per week in the first semester 
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 b) Average concentration score of each student per week in the second semester 

Figure 7: Average concentration score. 

Table 2: The spatial distribution of concentration state 

Area 

Concentration state 

High steady state 

Concentration state 

Low steady state 

HP HN LP LN 

Area1, Area2, 

Area3 

Stu28,Stu27,Stu24, 

Stu26,Stu25,Stu23 
- 

Stu22,Stu21,Stu20, 

Stu19,Stu17,Stu16, 

Stu10 

Stu18 

Area4, 

Area5, 

Area6 

- 
Stu1,Stu2,Stu3, 

Stu4,Stu5,Stu6 
Stu7,Stu9 

Stu14,Stu15,Stu13, 

Stu12,Stu8,Stu11 

In the temporal dimension, the concentration state C' (Sx(t)) of each student is calculated and 

classified according to the time series. In order to intuitively show the distribution of student 

concentration in the classroom, the cure of the proportion of concentration state with time is adapted 

and shown in Figure 8. The number of students in the states of HP and LP decreases gradually with 

time, while the number of LN and HN states increases. After 17 minutes of class in Figure 5(a) and 

20 minutes of class in Figure 5(b), the proportion of students in LN and HN states is gradually 

greater than that in HP and LP states. The curves in two semesters are similar, which reveals that the 

concentration state has a certain inertia in the temporal dimension. When the inertia is broken, it is 

difficult to significantly improve concentration without any intervention. 

    
a) Changes in the proportion of students with 

different concentration states in the 32 lessons in 

the first semester 

 b) Changes in the proportion of students with 

different concentration states in the 32 lessons  

in the second semester 

Figure 8: Changes in concentration of different students within two semesters. 
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After coupling the spatial factors, the concentration index CI(Sx(t)) can reflect the influence of 

concentration flow with time among students in different spatial locations. It is proposed in C'(Sx(t)) 

that the performance of students in high steady state in class is more stable than that of students in 

low steady state, so the concentration index of students in low steady state can effectively reflect the 

impact of broadcasting. In Figure 9, the concentration index of each student decreased significantly 

after 10-15 minutes of class. In Figure 9(a), stu17 has no other students within the effective 

influence range D, and the concentration index in both classes decreases significantly with time 

flow, and the index in region 4 is significantly smaller than that in area3. In Figure 9(b), stu16 with 

low steady state and stu23 with high steady state are within the effective influence range D of stu17 

with low steady state where both of them are in area1. The influence can be described by using the 

difference of the index. The smaller the difference, the greater the influence. The difference of the 

index between stu17 and stu23 gradually decreases from 0.19 to about 0.07, and the difference 

between stu17 and stu23 increases from -0.1 to about 0.11 which is greater than 0.07, so it is 

determined that the influence of student with high steady state will be greater than that of students 

with low stable state. Similarly, in Figure 9(c), after 20 minutes, the difference in the concentration 

index of stu18 with low steady state and stu4 with high steady state rapidly decreases to 0.02, which 

indicates that stu18 is greatly affected by stu4, and there is a cross regional impact on the 

concentration of stu18 in area5 and stu4 in area6 during this time period. In Figure 9(d), the 

exponential difference between stu17 with low steady state and stu8 with low steady state continues 

to decrease, and the arrival time of the lowest exponential value of stu17 is 10 minutes faster than 

that of stu17 in Figure 9(a). Therefore, stu8 exacerbates the reduction of stu17 index. To sum up, 

students with low steady state will be guided by the state of students in high steady state within 

their effective range D, and over time, such impact can be cross regional, while students in high 

steady state are not easy to be affected. When there are no high stable students in the range of D, the 

interaction between low stable students will often accelerate the trend of negative state. In addition, 

we note that the average index in area1 and area3 is generally higher than that in area4, area5 and 

area6, which means that students close to the podium are more focused than students away from the 

podium. 

 
a) Changes in concentration index of stu17 in two lessons 
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b) Changes in concentration index of stu17, stu16 and stu23 in one lesson 

 
c) Changes in concentration index of stu17, stu18 and stu4 in one lesson   

 
d) Changes in concentration index of stu17 and stu8 in one lesson 

Figure 9: The changes in the degree of attention of adjacent students in the classroom. 

3.3. Verification 

The verification of the experiment will be described from two aspects: the stability and reliability 

of the algorithm. Among them, Wilcoxon rank sum test is used to verify the stability of the 

algorithm, and the hypothesis is put forward: for the experiment in these two semesters, we assume 

that there is no obvious difference in students' concentration index in the same environment and the 

same teacher in different two periods (each student's study habits will not change greatly). For this 

reason, the significance level we selected is 0.05, that is, the original hypothesis is rejected when the 

p value is less than 0.05. As is shown in Table 3, there is no significant change in the concentration 

index of most students. Although the P-value of stu7, stu9, stu19 and stu21 is obviously less than 

0.05, we attribute such abnormalities to the imperfection of the algorithm and the change of 

personal learning state. Except for the students' own factors and the influence of abnormal 
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interference events, the p-values of other students are in line with the hypothesis, which fully proves 

the stability of the algorithm. Table 4 gives the Pearson correlation coefficient R of students' weekly 

average concentration index Ci and each students' final exam performance Ri. It can be seen that the 

R value of each week is greater than 0.75, and most of the weeks are greater than 0.8, which means 

that the results of the algorithm show a high correlation with students' scores. Among them, the 

average concentration index in the eighth week is higher than that in other weeks, which is usually 

understood as that the teacher will explain and summarize the knowledge in the last week, and the 

concentration is higher than usual. Therefore, it can be determined that the concentration index 

value can reflect the learning status of students.  

Table 3: P value of each student's concentration comparison in two semesters 

Student Stu1 Stu2 Stu3 Stu4 Stu5 Stu6 Stu7 

P-value 0.924 0.401 0.327 0.263 0.484 0.344 0.025* 

 Stu8 Stu9 Stu10 Stu11 Stu12 Stu13 Stu14 

P-value 0.674 0.012* 0.237 0.889 0.208 0.779 0.233 

 Stu15 Stu16 Stu17 Stu18 Stu19 Stu20 Stu21 

P-value 0.575 0.208 0.216 0.093 0.012* 0.674 0.021* 

 Stu22 Stu23 Stu24 Stu25 Stu26 Stu27 Stu28 

P-value 0.211 0.208 0.335 0.285 0.069 0.455 0.575 

* indicates that P-value is less than 0.05. 

Table 4: Correlation coefficient R value between concentration index and final exam score 

Semester 1 Week1 Week2 Week3 Week4 Week5 Week6 Week7 Week8 average 

R-value 0.802 0.759 0.834 0.756 0.778 0.868 0.824 0.875 0.917 

Semester 2 Week1 Week2 Week3 Week4 Week5 Week6 Week7 Week8 average 

R-value 0.811 0.83 0.761 0.784 0.809 0.834 0.851 0.864 0.893 

4. Conclusions 

Aiming at the problem that the concentration of student is difficult to quantify in the classroom, 

this paper proposes a method for evaluating the concentration of student based on emotional 

evolution and virus transmission, and the following conclusions are obtained: 

(1)In the classroom, the proportion of the number of people who maintain a positive focus state 

in the total number decreases with the flow of time, and changes significantly after 10 minutes in 

the classroom, while the number of people who maintain a negative focus state continues to 

increase, and reaches the highest between 30-35 minutes. This effectively reflects the temporal law 

of students' learning state. 

(2)From the perspective of the whole semester, the spatial distribution of students often presents 

gradient characteristics. Students with high concentration often choose the area close to the podium, 

students with low concentration often choose the back area, and other students are distributed 

between the two types of students. And for students in different areas, their concentration also has a 

cross-regional impact. 

(3)The students can be divided into two categories according to the state of concentration: high 

steady state and low steady state. Among them, the change of concentration index of students in low 

steady state is no more than 0.3, while the change of concentration index of students in high steady 

state is no more than 0.2. Within the effective influence range D of students in low steady state, 

students in high steady state have a greater impact on them than students in low steady state. At the 

same time, the time flow across regions will aggravate the spatial gradient distribution of 
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concentration state. 
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