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Abstract: A calibration algorithm of line-of-sight (LOS) direction is studied based on the data 

of eye image taken by camera and pupil recognition. Then, the specific position of LOS on 

screen is calculated according to the calibrated LOS direction. Detailed methods and 

formulas are given in the whole process of calibration algorithm and positioning solution, so 

that in-depth line-of-sight tracking research can be carried out. This research mainly focuses 

on the location algorithm, but has not carried out in-depth research on pupil recognition and 

image processing algorithms. This study is currently mainly applied to measuring the focus 

area of pilots on flight dashboards through pupil monitoring of aircraft, and can also be 

applied to other fields involving visual tracking. 

1. Introduction 

The research on how to obtain information from vision originated in the 1990s[1-3]. However, the 

research of visual tracking technology started late. At first, eye gaze was determined by subjective 

perception. Later, E.B. Delabarre and E.B. Huery invented the method of recording eye annotation 

points following the method of recording muscle movements by tattoo drums[4-6]. R. Dodge uses the 

principle of photogrammetric tambourine and corneal reflex to record eye annotation points. 

Eye tracking, also known as line-of-sight tracking technology[7-9], is a technology that uses 

mechanical, electronic, optical and other detection means to obtain the direction of the subject's 

current "visual attention". It is widely used in human-computer interaction, helping the elderly and 

disabled, vehicle driving, human factor analysis, virtual reality and military and other fields.  

This article provides a visual image detection method based on the position of the eyeball pupil[10-

11], and further calculates the spatial fixation point, thereby obtaining a combined method of visual 

positioning through computer images. 

2. Calibration algorithm  

The geometric and optical parameters of the camera are determined by system calibration. The 

relative position relationship between the camera, the head feature points and the cockpit display 

screen enables the camera group to carry out three-dimensional space measurement. 

Through the sub-module of eye feature acquisition, the detection of pupil and cornea is completed, 
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and the pupil-cornea vector is obtained, which is used as input in the sub-module of eye feature 

matching with scene. 

The matching module of eye feature and scene includes calibration state calculation and working 

state calculation, and the main solution is to solve the corresponding relationship between corneal-

pupil vector POR line-of-sight target in scene as following figure 1. 

 

Figure 1: Calibration sketch 

According to the fractional definition, a fractional system can be described as 
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Where (Xs, Ys) represent the coordinates of the registration points on the target plane, (Xe, Ye) 

represent the pupil-cornea vector, a0-a5, b0-b5 are the parameters to be determined. Generally, nine 

points are used for registration, so this is a problem of solving 12 unknowns and 18 equations, which 

can be solved by least square method.      
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And it can be solved with least square method as  
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Using Ax and Ay, we can calculate the one-to-one correspondence between the eye line of sight 

and the scene in the scene, and then use the scene in the scene camera to complete the line of sight 

tracking through registration parameters. 

3. Solution of Spatial Gaze Position  

Since the eye's line of sight is a straight line, a straight line is made between the known eye 

coordinates and the coordinates of the gaze point, and the straight line is extended to the three-
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dimensional space along the direction from the eye to the gaze point. The three-dimensional model 

is essentially a set of coordinate points, and the human eye's gaze will only fall on the surface of the 

three-dimensional object. Therefore, it is necessary to find the coordinate points closest to the eye 

that have passed the straight line (or are close enough to the straight line). As shown in Figure 2: 

d

 

Figure 2: Schematic view of gaze point 

In the first step, we need to find the nearest point in the point cloud to the line between the eye and 

the virtual plane. Formulas for determining a straight line by two points: 

                                                       (6) 

In the formula above, eyes and virtual planes focus on coordinate points, which can be brought 

into the equation to see if the equation is satisfied. Because the coordinates of these point clouds have 

high numerical accuracy, it is very likely that no point is just above the straight line. Therefore, we 

need to change this straight line into a "thick" line of sight, which is essentially a straight line, into a 

"line of sight cylinder", and the point that falls within the "cylinder" is regarded as the point that meets 

the requirements. So we need to set a threshold, that is, the radius of the cylinder, to calculate the 

distance between the point in the point cloud and the straight line. If the distance is less than the 

threshold, then we can judge that the point is in the line of sight. 

As shown in Figure 3, if a point coordinate , eye coordinate , line direction vector

 and unit direction vector of any point cloud  are set, then 

the distance formula from point to line is as follows: 

                                                                     (7) 

 

Figure 3: Schematic view of gaze point 

Firstly, the plane perpendicular to the line of sight is found. From the line of sight equation, the 
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plane equation can be obtained. 

                                                       (8) 

is a constant. Because of the crossing point  of the plane, a constant  can be obtained by 

taking the point into above equation: 

                                                       (9) 

The intersection of the line of sight and the plane is the projection point to be found. 

4. Conclusion 

Eye tracking involves the comprehensive application of multidisciplinary and interdisciplinary, 

and the research at home and abroad is not yet fully mature. Based on the pupil data extracted from 

the pupil photographs, this paper studies the calibration algorithm, and finally gives the formula for 

calculating the position of the spatial gaze point, which provides the technical basis for the accuracy 

of line-of-sight tracking. This paper also gives the completed calculation formula, which lays a solid 

foundation for further research. 
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