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Abstract: As the mining depth of underground increases, the ground stress increases, which 

inevitably leads to an increase in the probability of impact ground pressure. The hidden 

danger of impact ground pressure seriously affects the safe and efficient mining of coal 

mines, so the early warning of impact ground pressure has an important role. In this paper, 

the identification and prediction of precursor characteristic signals of impact ground pressure 

are realized by moving average method, decision tree and support vector machine. The data 

are preprocessed by removing noise signals and normalization, extracting the "Class C" and 

"non-Class C" features of the preprocessed data, and adjusting the parameters to establish 

and optimize the interference signal recognition model based on the classification of the 

feature tree, and applying the model to identify the interference signal and determine the 

interference signal. The model is used to identify the interfering signals and determine the 

time interval of the interfering signals. Based on the feature tree classification algorithm of 

particle swarm optimization, the precursor feature signal identification model is established 

and applied to identify the precursor feature signals and determine their time intervals, and 

finally the feature tree algorithm is used to predict and analyze the probability of the 

appearance of precursor features. 

1. Introduction 

Coal, as one of the major sources of energy, supports China's industrial production and economic 

development. Abundant coal resources can meet domestic demand and reduce energy import 

dependence to a certain extent. The coal industry also creates a large number of jobs and promotes 

local economic development[1].However, with the increase of mining depth, the ground stress 

increases, and the risk of underground coal-rock power disaster is getting bigger and bigger, which 

seriously affects the safe and efficient mining of coal mines, and the coal safety problem cannot be 

ignored. Among them, the problem of impact ground pressure is gradually getting people's attention, 

and the monitoring and early warning and effective prevention and control of impact ground pressure 

is an important part of coal mine safety to be overcome at this stage[2].Research on the risk prediction 

of impact ground pressure in deep coal mining is being actively carried out. Through detailed 

investigation and analysis of the geological structure of the mine, the nature of the rock strata, and 
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the parameters of the ground stress, it is possible to preliminarily determine the potential hazardous 

area of the ground pressure and predict the trend of the change of the ground pressure. At present, the 

research on hazard prediction of impact ground pressure in deep coal mining involves many fields 

and various methods, and it is constantly advancing the level of technology and prediction accuracy 

to ensure the safety of miners and the stable operation of mines.  

2. Extract overall discrete data features 

Initially, it is judged that there are also large differences in the mean and variance of continuous 

type numerical features. In turn, it is judged that there is also a difference between the features after 

the possible wavelet transform and the Fourier transform, as shown in Figure 1. 

 

Figure 1: Distribution of type data 

2.1 Extracting features of continuous data under a sliding window 

Considering that the duration of anomalous conditions is not very short, there will be some 

continuity in the features. Therefore, we use the moving average method,[3] to set the window size to 

20 and the step size to 1 for continuous data feature extraction. Considering that there is a large time 

jump between the C class data. In this paper, more than 20 consecutive neighboring class C data are 

merged into multiple groups. The AE and EMR intensities vary with the time signal. But there may 

exist multiple different signals at the same time. It is conjectured that there are multiple sensors on 

the site. Assume that there is a lag in the chip or timer of the sensors that does not strictly require an 

interval of 30 seconds. Therefore the relationship between time points and signal strength can be 

converted into the relationship between sequence points and signal strength. In this paper, we can 

ignore the time data and utilize the sequence points instead of the time point operation, as shown in 

Figure 2. 
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Figure 2: Visualization of the features of AE and EMR 
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Capture local features of the signal such as breakpoints, singularities, etc. 

kurtosis 
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A high kurtosis indicates that the data has heavy tails or many outliers, and a low kurtosis indicates 

that the data distribution is flatter than a normal distribution. 

Spectral energy 

𝑆𝑝𝑒𝑐𝑡𝑟𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ |𝐹𝐹𝑇(𝑥𝑖)|2                     (4) 

It can be used to evaluate the energy distribution of a signal at various frequencies and is commonly 

used for energy analysis and feature extraction of signals. 

In this paper, the "non-C class" data are extracted using the moving average method for all the 

windows, the window size is 20, and the step size is 1. The results include 10 features, including 

wavelet mean, wavelet variance, wavelet energy, wavelet kurtosis, variance, etc., of the "non-C class" 

data, and a feature matrix is obtained. The result includes 10 features such as wavelet mean, wavelet 

variance, wavelet energy, wavelet kurtosis, variance, etc. The feature matrix is obtained. And add 1 
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column of number 5 as the label of "non-C class" data. 

2.2 Applying the category weighting method for preprocessing 

Suppose there are Ncategories, the number of samples in each category is respectively n 1, n 2,... , 

nN, then the weight of the category  wi  is 

𝑤𝑖 =
𝑁×𝑛𝑡𝑜𝑡𝑎𝑙

𝑛𝑖×∑ 𝑛𝑗
𝑁
𝑗=1

                                  (5) 

Where N is the total number of categories, andntotal is the total number of samples from all 

categories, and ni is the number of samples in the i number of samples in the first category. 

The weights calculated in this way ensure that categories with fewer samples receive higher 

weights in model training, thus balancing the unbalanced dataset. 

2.3 Modeling based on decision tree classification algorithm 

Information entropy is a measure of the uncertainty of a random variable in a data set. In decision 

trees, entropy is used to measure the impurity of the data at a given node[5]. The mathematical formula 

is 

𝐻(𝑆) = − ∑ 𝑝(𝑥)𝑙𝑜𝑔2𝑝(𝑥)𝑥∈𝑋                             (6) 

Information gain refers to the decrease in entropy or increase in information obtained after 

selecting a feature for data segmentation. The formula is calculated as 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐻(𝑆) − ∑
|𝑆𝑡|

|𝑆|
𝐻(𝑆𝑡)𝑡∈𝑇                          (7) 

Where S is the current dataset, A is the attribute, and T is the subset after partitioning A by the 

attribute S. 

First data preparation is done by collecting datasets containing features and labels (categories). 

Then missing values, outliers and duplicates are processed to ensure data quality. Finally feature 

engineering is performed to try to introduce new features or perform feature transformation to 

improve the model performance. 

3. Model output results 

3.1 Model parameters 

The model parameters are shown in Table 1. 

Table 1: Model parameters 

The function 

calculates 

the total 

number of 

times 

Total time/s Total 

objective 

function 

calculation 

time/s 

Estimated 

best 

practicable 

point 

Observed 

best feasible 

point 

30 11.2487 1.3524 952 1068 

3.2 Decision Tree Structure 

Decision tree structure obtained after training with clear branching. It can assist in determining the 
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type of data. As shown in Fig. 3. 

 

Figure 3: Decision tree structure for EMR and AE 

3.3 Results of model evaluation 

The results of the model evaluation are shown in Table 2. 

Table 2: Results of model evaluation 

Accuracy Precision F1 Score AUC 

99.98% 1.00 1.00 1.00 

3.4 ROC curve evaluation model accuracy 

The Receiver Operating Characteristic curve is a graph used to evaluate the performance of a 

classification model. It is plotted with False Positive Rate, FPR, on the horizontal axis and True 

Positive Rate, TPR, on the vertical axis, FPR being the proportion of samples that are actually 

negative but incorrectly predicted to be positive. TPR, also known as recall or sensitivity, refers to 

the proportion of samples that are actually positive but are correctly predicted to be positive. As can 

be seen from the ROC curve below, the predictions are relatively accurate, as shown in Figure 4. 

 

Figure 4: ROC curves for EMR and AE 

68



3.5 Feature tree objective function modeling 

A target feature model is a model used for supervised learning tasks, which is mainly used to 

predict one or more target features, also known as dependent variables or labels, based on the input 

features or independent variables, to get the classification results of labeled classes. In this paper, the 

feature values are divided as input features and trained to get the cloth labeling function model. The 

model prediction curve fits well with the real curve. It shows that the model has high performance. 

The model can be used to classify the results for prediction, as shown in Fig. 5. 

 

Figure 5: Objective function model of EMR and AE 

4. Modeling of decision tree classification algorithm based on particle swarm optimization 

algorithm 

4.1 Extraction of continuous data features (moving average method) 

Numerical analysis of the grouped table is performed using the moving average method, setting 

the window size bit 20 and the step size to 1. The idea is the same as 5.1.2, obtain 10 features. 

Construct the feature matrix, and add the label column data 2 to the last column of the matrix to 

indicate the label class B data, as shown in Figure 6. 

 

 

Figure 6: Visualization of the features of AE and EMR 
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4.2 Modeling of decision tree classification algorithm based on particle swarm optimization 

algorithm 

The decision tree classification model of Particle Swarm Optimization is a model that combines 

the classification ability of decision trees with the optimization mechanism of PSO. This model is 

particularly suitable for finding the optimal or near-optimal decision tree structure on complex 

datasets to improve the classification performance. The following is the mathematical modeling 

process and related mathematical formulas for the establishment of this model[6]. 

4.2.1 Overview of Particle Swarm Optimization (PSO) Algorithm 

Particle swarm optimization is an evolutionary computing technique, based on population 

intelligence, to solve optimization problems by simulating the social behavior of bird 

flocks[7].Suppose there are N categories and the number of samples in each category is n1,n2,... ,nN 

then the weight of the category is 

wi =
N×ntotal

ni×∑ nj
N
j=1

                                 (8) 

Where, N is the total number of categories. ntotal  is the total number of samples from all 

categories. in
 is the number of samples from the i-th category[8]. 

The weights thus computed ensure that categories with fewer samples are given higher weights in 

model training, thus balancing the unbalanced dataset. Each solution (particle) moves through the 

solution space, updating its speed and position by tracking the individual historical best position 

(individual optimum, pbest) and the group historical best position (global optimum, gbest). 

4.3 Output results 

4.3.1 Model parameters 

The model parameters are shown in Table 3 

Table 3: Model parameters 

particle 

count 

algebraic Total time/s Total 

objective 

function 

calculation 

time/s 

Estimated 

best 

practicable 

point 

Observed 

best feasible 

point 

5 30 125.3279 5.3524 904 997 

4.3.2 Decision tree structure 

The following is the structure of the decision tree obtained after training[9].The nodes are clear and 

the branches are well defined. It can assist in determining the type of data. As shown in Fig. 7. 
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Figure 7: Decision tree structure for EMR and AE 

4.4 Feature Tree Objective Function Modeling under Particle Swarm Optimization 

The paper divide the eigenvalues selected by particle swarm optimization as input features and 

train them to get the cloth-scaled function model. The model prediction curve fits well with the real 

curve. It shows that the model has high performance. The model can be used to classify the results 

for prediction, as shown in Fig. 8[10]. 

 

Figure 8: Objective function model for EMR and AE 

5. Conclusions 

In this paper, continuous similar samples are extracted and grouped to reduce the influence of 

eigenvalues analyzed from discontinuous similar samples on the model. The model uses wavelet 

transform on the imported data to minimize the interference of noise on the data analysis. During the 

iteration process, the decision tree may find that a feature value is a better segmentation attribute than 

another feature, and therefore, the position of the particles is updated to a new decision tree structure 

with the better feature value as the root node. Through continuous iteration, the model will try to find 

the most optimized decision tree structure, which will improve the accuracy of classification. 

The moving average method can effectively reduce noise and identify potential trends by 

smoothing the data, which is very helpful for predicting the risk of rock burst in deep mining of coal 

mines. At the same time, the moving average method is relatively simple, easy to implement and 

understand. By calculating the average value of coal mining data in different time periods, the moving 

average method can identify the trend and periodic changes in the mining process, which is helpful 

to judge the potential danger of ground pressure. 
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