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Abstract: In the world of enterprise management, receiving numerous text messages is an 

everyday thing. As businesses expand, the amount of text data multiplies rapidly, often 

causing an excess of information. This can delay management's response to urgent matters 

or problems faced by frontline staff. To solve this, we suggest creating a model that 

recognizes issues using daily employee data. This model can handle large amounts of text, 

drawing out both clear and hidden features to build a complex network model. Its main job 

is to give early warnings and predictions about unusual or significant events. This helps 

businesses operate more smoothly and make smarter choices based on what's likely to 

happen. We've tested this model, and the results show it works well. Its predictions 

demonstrate an ability to accurately identify problems and risks, making it a valuable 

resource for business management.  

1. Introduction 

Managing an enterprise effectively is crucial for organizational success, but it becomes challenging 

as the enterprise expands and generates vast amounts of data. A significant challenge is handling the 

influx of text messages, leading to information overload, delayed responses, and missed opportunities. 

As the organization grows, the volume of text data increases exponentially, making it hard for 

management to respond promptly to critical situations. 

To tackle this issue, we suggest an anomaly recognition model that processes large volumes of text 

data, providing early risk warnings and predictions for abnormal events. This model uses daily 

employee data, extracting explicit and implicit feature information to form a deep diffusion network 

model, accurately identifying anomalies and potential risks [1]. 

While machine learning and AI are used in enterprise management, many models focus on 

structured data, not unstructured text data. Our model bridges this gap by targeting text data and using 

advanced techniques to extract meaningful insights and identify potential risks. 

The deep diffusion network model, a neural network architecture, processes and analyzes large 

volumes of text data, using explicit and implicit features to identify patterns and anomalies, making 

accurate predictions about potential risks [2]. The model's early warnings can help enterprises manage 

operations effectively and make informed decisions. 

Experimental tests using real-world enterprise data show the model's effectiveness in identifying 

anomalies and potential risks, proving its value in enterprise management. The model's ability to 
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process text data and provide timely warnings can help enterprises proactively manage operations, 

reduce risk, and improve performance. 

In conclusion, the proposed model offers a valuable tool for enterprise management, addressing 

information overload and delayed responses. By using daily text data and advanced machine learning 

techniques, the model identifies potential risks and provides early warnings, enabling proactive 

measures to improve performance [3]. The subsequent sections will detail the model's architecture, 

experimental results, and implications for enterprise management. 

2. Literature Review 

2.1. Natural Language Processing 

Natural Language Processing (NLP) is an AI subfield that explores the interaction between 

computers and humans through natural language. The primary objective of NLP is to enable 

computers to understand, interpret, and generate human language accurately and 

meaningfully(Nadkarni et al., 2011). NLP has become an increasingly active research area with 

diverse applications, including machine translation, sentiment analysis, chatbots, and speech 

recognition. 

A fundamental task in NLP is part-of-speech (POS) tagging, which assigns grammatical labels to 

each word in a sentence. Initially, rule-based systems were employed, but statistical models like 

Hidden Markov Models (HMMs)(Eddy, 1996) and Conditional Random Fields (CRFs)(Zheng et al., 

2015) soon replaced them [4]. Recently, deep learning techniques such as recurrent neural networks 

(RNNs) and transformers have achieved state-of-the-art POS tagging results. 

Named entity recognition (NER) is another crucial NLP task, involving the identification and 

classification of named entities in text. Early NER approaches used rule-based systems, followed by 

machine learning models based on features like POS tags and gazetteers(Mansouri et al., 2008). Deep 

learning models like LSTM networks and CNNs have now achieved state-of-the-art NER results. 

Machine translation, which involves automatically translating text from one language to another, 

is another key NLP application. Early machine translation used rule-based systems, but their 

complexity and ambiguity handling were limited. Statistical machine translation (SMT) models then 

dominated, followed by neural machine translation (NMT) models using encoder-decoder 

architectures and attention mechanisms. 

Sentiment analysis, determining the emotional tone of a text, is another significant NLP task. Early 

sentiment analysis used rule-based systems and machine learning models based on features like n-

grams and sentiment lexicons. Now, deep learning models like LSTMs and CNNs achieve state-of-

the-art sentiment analysis results [5]. 

Recently, NLP has been used for question answering and dialogue systems. Deep learning models 

like transformers and GPT have shown impressive results in these tasks. Despite the progress, NLP 

still faces challenges like handling language complexity and ambiguity, obtaining large, annotated 

datasets, and addressing ethical and social issues related to NLP technology and language model bias. 

In conclusion, NLP has made significant strides in enabling computers to understand, interpret, 

and generate human language, with applications ranging from POS tagging to dialogue systems. 

While challenges remain, NLP's rapid research and development pace indicate its continued 

importance and excitement in the future. 

2.2. Deep Diffusion Models 

Deep diffusion models have become a leading approach for handling intricate data distributions 

and creating exceptional samples. These models simulate a diffusion process, converting a basic 
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initial setup into a more intricate final form. They've excelled in various fields like image production, 

density assessment, and molecular design [6]. The core concept involves fashioning a Markov chain 

to systematically convert a noise spread into the desired data format. This transformation employs a 

series of learned adjustments derived from deep neural networks trained on data. The training focuses 

on optimizing the match between the transformed and actual data distributions, minimizing their 

divergence. 

A notable early success is the denoising diffusion probabilistic model (DDPM), introduced by Ho 

et al. in 2020. DDPM uses a diffusion process to mold Gaussian noise into the target data shape. It's 

trained by refining a bound on data log-likelihood, balancing noise addition and reduction through 

neural networks [7]. DDPM has stood out in image production, including unconditional and class-

conditional generations, plus image enhancement. Its applications have broadened to text creation 

and molecular design, even achieving top results in protein structure modeling. Another notable 

model is the score-based generative model (SGM) by Song et al. in 2019. SGM relies on modeling 

the data distribution's log-density gradient, known as the score function. It uses neural networks to 

learn this function and produces samples by simulating a Langevin dynamics process aligned with 

this gradient. 

SGM has found applications in various fields, including image production, density evaluation, and 

reinforcement learning. For instance, someone offered an enhanced SGM tailored for image 

generation, delivering cutting-edge outcomes on multiple benchmark datasets(Wang et al., 2020). In 

the realm of reinforcement learning, others [8] employed SGM to craft energy-based strategies, 

attaining notable rewards in intricate control scenarios. 

Recent advancements in deep diffusion models encompass the utilization of continuous-time 

diffusion processes. Additionally, diffusion models have been integrated with other generative 

frameworks like GANs [9]. These models have also ventured into video production and speech 

synthesis. 

Nevertheless, deep diffusion models also face some challenges and limitations. A major challenge 

is the computational cost of simulating the diffusion process, which can be very expensive for high-

dimensional data. To address this problem, various strategies have been proposed to speed up the 

diffusion process, such as using a learned noise plan [10] or reducing the number of diffusion steps 

[11]. 

Another challenge is the difficulty of training deep diffusion models with limited data. While these 

models achieve impressive results on large data sets, their performance degrades significantly when 

there is only a small amount of data. To address this issue, researchers have explored techniques such 

as data enhancement [12] and transfer learning. 

Finally, there are theoretical questions about the convergence and stability of deep diffusion 

models and their relationship to other generative models, such as standardized flow and energy-based 

models. Further research is needed to better understand the properties of these models and to develop 

more efficient and effective training and sampling algorithms. 

2.3. Anomaly Recognition 

Anomaly recognition, a pivotal research area in machine learning and data mining, aims to 

pinpoint patterns in data that deviate from expected or normal behavior. Its applications span various 

domains: from detecting intrusions in cybersecurity to identifying fraud in finance, spotting faults in 

manufacturing, and monitoring health in healthcare settings. 

Anomalies fall into three primary categories: point anomalies, contextual anomalies, and collective 

anomalies. Point anomalies are single data points that notably diverge from the dataset's norm. 

Contextual anomalies arise when a data point, though not inherently unusual, appears anomalous 
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within a specific framework. Collective anomalies involve a set of data points collectively exhibiting 

abnormal behavior. 

Techniques for anomaly recognition are diverse, encompassing statistical methods and machine 

learning algorithms. A basic approach, the threshold-based method, flags data points exceeding a 

predefined limit as anomalies. However, this method can be overly simplistic, often leading to a high 

rate of incorrect identifications. 

Statistical techniques for anomaly detection include clustering, principal component analysis 

(PCA), and hypothesis testing. Clustering groups similar data points, identifying those that don't fit 

into any cluster as anomalies. PCA reduces data dimensionality while preserving most of its variation, 

flagging significant deviations in the transformed data as anomalies. Hypothesis testing models 

typical data behavior, identifying points with a low probability of fitting the normal distribution as 

anomalies. 

In machine learning, both supervised and unsupervised methods are employed for anomaly 

recognition. Supervised methods need labeled data, including normal and anomalous examples, to 

train a classifier. Conversely, unsupervised methods learn normal patterns from unlabeled data, 

flagging deviations as anomalies. Prominent unsupervised methods include autoencoders, one-class 

SVMs, and isolation forests. 

Deep learning has emerged as a powerful tool for anomaly recognition, yielding impressive results. 

Specifically, deep autoencoders have proven effective in identifying anomalies within high-

dimensional data, such as images and videos. These models are trained to reconstruct normal data 

points accurately; anomalies are then identified based on high reconstruction errors. Additionally, 

generative adversarial networks (GANs) have demonstrated their utility in anomaly detection. In this 

approach, a generator network learns to produce normal data points, while a discriminator network is 

trained to differentiate between normal and anomalous instances. 

Recently, there has been a surge of interest in incorporating temporal and spatial information for 

anomaly recognition in time series and spatial data. Methods tailored for time series anomaly 

detection typically model regular temporal patterns and flag deviations as anomalous. Conversely, 

spatial anomaly detection techniques focus on modeling regular spatial patterns and identifying 

deviations from these norms. Advanced techniques like recurrent neural networks (RNNs), long 

short-term memory (LSTM) networks, and convolutional neural networks (CNNs) have proven 

particularly adept in handling such data. 

Despite notable advancements in anomaly recognition, numerous challenges and unanswered 

research questions persist. A primary hurdle is managing data's high dimensionality and complexity, 

which can obscure anomalous patterns. Furthermore, the scarcity of labeled data in various 

applications poses difficulties for training supervised learning algorithms. There's also a growing 

demand for interpretable and explainable anomaly recognition methods, which can elucidate why 

specific data points are flagged as anomalies. 

In summary, anomaly recognition stands as a pivotal research domain with extensive practical 

applications. Although significant headway has been made in developing statistical and machine 

learning approaches for anomaly recognition, the field still faces several challenges and unexplored 

research avenues. The increasing emphasis on incorporating temporal and spatial information, 

coupled with the expanding use of deep learning techniques, holds promise for future investigations. 

2.4. Machine Learning Methods for Enterprise Management and Anomaly Recognition 

Machine learning (ML) methods have indeed become invaluable tools in enterprise management, 

particularly in anomaly recognition. This involves pinpointing unusual or unexpected patterns in data, 

often indicating potential issues or untapped opportunities. In this review, we explore various ML 
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techniques applied to enterprise management and anomaly detection. 

Supervised learning algorithms play a pivotal role in anomaly recognition. These methods train 

models using labeled datasets to differentiate between regular and abnormal data points. Among these, 

Support Vector Machines (SVMs) stand out due to their proficiency in handling high-dimensional 

datasets and complex class boundaries. Case studies illustrate the effectiveness of SVMs in detecting 

fraudulent credit card transactions and network intrusions, showcasing their versatility in real-world 

applications. 

Unsupervised learning offers an alternative approach, especially when labeled data is scarce. This 

method trains models on unlabeled datasets to uncover hidden patterns and anomalies. Clustering 

algorithms, such as k-means and DBSCAN, excel in this domain. These techniques have been 

successfully employed in detecting anomalies within sensor data from industrial machinery and 

network traffic, highlighting their utility in diverse scenarios. 

Deep learning methods, meanwhile, have revolutionized anomaly recognition. Autoencoders, a 

type of neural network trained to recreate input data, excel in identifying anomalies by pinpointing 

data points with significant reconstruction errors. Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs) further enhance anomaly detection capabilities in image and time 

series data respectively. Their applications range from detecting defects in manufactured products 

using CNNs to identifying anomalies in medical time series data via RNNs. 

In conclusion, ML methods, ranging from supervised and unsupervised learning to deep learning 

techniques, have transformed anomaly recognition in enterprise management. Their ability to analyze 

vast datasets and uncover hidden patterns makes them indispensable tools in today's data-driven 

business environment. 

In enterprise management, ML methods have found applications in finance, marketing, and 

operations. Finance utilizes ML for credit risk assessment, fraud detection, and portfolio optimization. 

Marketing employs ML for customer segmentation, creating recommendation systems, and churn 

prediction. Operations benefit from ML in demand forecasting, predictive maintenance, and supply 

chain optimization. 

However, using ML in enterprise management faces challenges. One such challenge is handling 

imbalanced data, where one type of data prevails over another, potentially leading to inaccurate model 

predictions. To overcome this, techniques like oversampling, undersampling, and cost-sensitive 

learning have emerged. 

Additionally, interpreting ML models, especially in critical sectors like finance and healthcare, 

poses another challenge. Methods like feature importance analysis, partial dependence plots, and 

Shapley values enhance model interpretability. 

In summary, ML methods exhibit significant potential in enterprise management and anomaly 

detection. Various learning techniques have been harnessed to identify anomalies in data. While 

challenges persist in managing imbalanced data and enhancing model interpretability, current 

research efforts are focused on addressing these issues. 

3. Modelling 

3.1. Feature Learning 

Our primary approach for feature learning is hybrid Feature learning, which involves a 

combination of implicit and explicit feature extraction. These extracted features play a crucial role in 

the construction of a deep diffusion model in subsequent stages. 
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Figure 1: Hybrid Feature Learning 

a) Explicit feature extraction:  

Authors of textual content often unintentionally reveal clues that assist in assessing credibility. In 

addition to shared words found in both authentic and fabricated articles (or creators/topics), we can 

identify a distinct set of words derived from articles, creator profiles, and topic descriptions. Let's 

represent the entire collection of words used in the dataset as 𝒲. From this pool, we extract unique 

word sets from articles (𝒲𝑛), creator profiles (𝒲𝑢), and topic texts (𝒲𝑠), each containing d words. 

These words exhibit a strong correlation with their urgency or importance. 

The left side of Figure 1 provides a visual representation of this process. Utilizing the pre-selected 

word set 𝒲𝑛, we can express the explicit features extracted from an article 𝑛𝑖 belonging to the set 

N as a vector 𝐱𝑁,𝑖
𝑒 ∈ ℝ𝑑. In this representation, each entry 𝑥𝑁,𝑖

𝑒 (𝑘) denotes the frequency of the word 

𝑤𝑘 from 𝐖𝑛 appearing in article n_i. Similarly, by referencing 𝒲𝑢 and 𝒲𝑠, we can derive explicit 

feature vectors for author 𝑢𝑗 (represented as 𝐱𝑢,𝑗
𝑒 ) and subject 𝑠𝑙 (𝐱𝑠,𝑙

𝑒 ), both vectors residing in ℝ𝑑 

space. 

b) Implicit feature extraction: 

Besides obvious features like article text, writer details, and subject synopsis, there are subtle cues 

about the article, author, and subject. These hints could involve discrepancies in the article, distinct 

introduction or description patterns, and more. We can spot these subtle signs through latent traits. To 

tackle this, we suggest employing a deep recurrent neural network to pinpoint a set of latent features 

for articles, authors, and topics. These traits uncover intricate patterns and connections that may not 

be evident solely from the overt features. By merging both overt and covert features, we can acquire 

a more exhaustive and precise portrayal of the textual data and its related trustworthiness. 

The passage outlines a technique for extracting features from news articles, authors, and topics by 

blending overt and covert feature extraction methods. The input news article is exhibited as a series 

of word vectors, with each vector matching a word in the article. The maximum length of the article 

is marked by q, and articles with fewer than q words are padded with zeroes. 

The word collection W can present each word in various ways, such as a one-hot encoding or a 

binary code vector assigned to a distinct index for each word. The latter representation is more 

computationally efficient. 

To extract latent features, we employ a three-layer RNN model, consisting of an input layer, a 

hidden layer, and a fusion layer. The input to this model is a sequence of word vectors that represent 

the article. The hidden layer utilizes a Gated Recurrent Unit (GRU) as its unit model, with its output 

denoted as 𝐡𝑖,𝑡 = 𝐺𝑅𝑈(𝐡𝑖,𝑡−1, 𝐱𝑖,𝑡; 𝐖) , where 𝐖  represents the matrix of learnable model 

parameters. The fusion layer's output is given by 𝐱𝑛,𝑖
𝑙 = 𝜎(∑𝑡=1

𝑞
 𝐖𝑖𝐡𝑖,𝑡). Similarly, latent feature 
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vectors for the article's author and subject can be extracted using a comparable structure, denoted as 

𝐱𝑢,𝑗
𝑙  and 𝐱𝑠,𝑙

𝑙  respectively. By combining the overt and covert feature vectors, we obtain the final 

representations for the article, author, and subject as 𝐱𝑛,𝑖 = [(𝐱𝑛,𝑖
𝑒 )

⊤
, (𝐱𝑛,𝑖

𝑙 )
⊤

]
⊤

, 𝐱𝑢,𝑗 =

[(𝐱𝑢,𝑗
𝑒 )

⊤
, (𝐱𝑢,𝑗

𝑙 )
⊤

]
⊤

, and 𝐱𝑠,𝑙 = [(𝐱𝑠,𝑙
𝑒 )

⊤
, (𝐱𝑠,𝑙

𝑙 )
⊤

]
⊤

 respectively. These features will serve as inputs 

for the depth diffusion model discussed in the upcoming section. 

3.2. Deep Diffusive Model 

The text outlines the structure of a model that integrates the HFLU feature learning unit and the 

gated diffusion unit (GDU) to enhance the modeling of articles, creators, and their relationships. The 

GDU can process multiple inputs simultaneously, specifically xi, zi, and ti, and then relays its learned 

hidden state hi to the output layer and other units within the diffusion network. 

In the context of articles, xi signifies the HFLU feature vector, zi represents input from the subject, 

and ti denotes input from the creator. Since an article's GDU can be linked to multiple subjects and 

creators, the average output from these GDUs is used as input. The GDU incorporates a forget gate 

for subject inputs, enabling selective content updates or "forgetting." The revised input is denoted as 

𝐳̃𝑖 = 𝐟𝑖 ⊗ 𝐳𝑖, where ⊗ indicates element-wise vector multiplication, and 𝐖𝑓 is the forget gate's 

variable in the GDU. 

 

Figure 2: Gated Diffusive Unit (GDU) 

For creator node inputs, the GDU introduces a "regulator gate." This gate simulates adjustments 

in information flow between different node types. The updated input is given by 𝐭̃𝑖 = 𝐞𝑖 ⊗ 𝐭𝑖, where 

𝐖𝑒 represents the regulation variable matrix in the GDU. 

The GDU facilitates various combinations of these input/state vectors, managed by selection gates 

𝐠𝑖 and 𝐫𝑖. The GDU's ultimate output is a composite of four distinct vector operations, involving 

element-wise addition and subtraction [see Figure 2]. The resulting vector 𝐡𝑖 emerges as the GDU's 

output. This model is also adaptable to topics and creator nodes, with adjustments made to 

accommodate different input counts. 

3.3. Deep Diffusive Network  

In the proposed model, the feature vectors of an article, its author, and its topic are projected onto 

their corresponding importance labels based on their output state vectors.  Specifically, given an 

article 𝑛𝑖 with its creator 𝑢𝑗 and news theme 𝑠𝑙, the state vectors of the article, author, and theme 
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are represented by 𝐡𝑢,𝑗, and 𝐡𝑠,𝑙, respectively.  The model then infers the degree of importance for 

each of these vectors, represented by 𝐲𝑛,𝑖 , 𝐲𝑢,𝑗 , 𝐲𝑠,𝑙. 

 

Figure 3: The Architecture of our Model 

Inference is performed with the variables 𝐖𝑢, 𝐖𝑛 and 𝐖𝑠which project the state vector onto the 

output vector, and the softmax function, which normalizes the output vector to obtain the probability 

of each important label. The weight variables are learned during training to minimize the loss function, 

which is defined as the cross entropy between the predicted important labels and the truth-valued 

important labels. The objective function of our model can be expressed as: 

𝑚𝑖𝑛
𝐖

  − ( ∑  

𝑛𝑖∈𝒯𝑛

∑  

|𝒴|

𝑘=1

𝐲̂𝑛,𝑖[𝑘] log 𝐲𝑛,𝑖[𝑘] + ∑  

𝑢𝑗∈𝒯𝑢

∑  

|𝒴|

𝑘=1

𝐲̂𝑢,𝑗[𝑘] log 𝐲𝑢,𝑗[𝑘] + ∑  

𝑠𝑙∈𝒯𝑠

∑  

𝑘=1

𝐲̂𝑠,𝑙[𝑘] log 𝐲𝑠,𝑙[𝑘]

+ 𝛼 ⋅ ℒreg (𝐖) ) 

where 𝐖  denotes all the involved variables to be learned, term ℒreg (𝐖)  represents the 

regularization term (i.e., the sum of 𝐿2 norm on the variable vectors and matrices), and 𝛼 denotes 

the regularization term weight [see Figure 3]. 

3.4. Experiments 

Experimental setup: Our computer setup is based on RTX4090 GPU. The data set adopted is based 

on the data set of employee daily reports provided by YS Education Technology Co., LTD. We can 

use N, U, and S for daily stories, creators, and topics, respectively. In 10x cross validation, we 

recommend dividing the report set, creator set, and topic set into two subsets in a ratio of 9:1, with 

7x the training set and 3x the test set. Here, different amounts of training data are used to simulate 

the case. We further extract subsets of articles, creators, and topics from the training set, which are 

determined by the sampling ratio parameters θ∈{0.1,0.2,... , 1.0}. Where θ=0.1 means using 10% of 

the 9 folds as the final training set, and θ=1.0 means using 100% of the 9 folds as the final training 

set. The known importance of the report will be used as a basis for model training and evaluation. 

Further, building on the existing classification labels, we propose to replace the six abnormal 

(importance) labels with six numerical scores corresponding to: "Very urgent" :6, "urgent" :5, "more 

urgent" :4, "normal" :3, "less urgent" :2, "not urgent" :1. Based on the known creator-article and topic-

article relationships, we can also calculate the creator and topic importance score, which can be 

expressed as a weighted sum of the submitted daily credibility scores (the weight represents the 

percentage of each type of article). The credibility label corresponding to the creator/subject rotation 
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will also be used as the underlying truth. Based on the training set of articles, creators, and topics, we 

propose to build a model using its known text content, article - creator relationship, and article - topic 

relationship, and further apply the learned model to the test set. We used the Hybrid CNN Model as 

a baseline for comparison 

Table 1: Experiment Results 

Sample 

ratio (θ) 
Method 

Article 

Accuracy 

Creator 

Accuracy 

Topic 

Accuracy 

Article 

Recall 

Creator 

recall 

Topic 

Recall 

Article F1 

score 

Creator 

F1 score 

Topic F1 

score 

0.1 

Our 

model 
0.63 0.75 0.80 0.50 0.60 0.55 0.56 0.67 0.65 

Hybrid 

CNN 
0.49 0.68 0.72 0.55 0.65 0.60 0.55 0.66 0.65 

0.2 

Our 

model 
0.68 0.78 0.83 0.52 0.62 0.58 0.59 0.69 0.68 

Hybrid 

CNN 
0.60 0.70 0.75 0.58 0.68 0.63 0.59 0.68 0.67 

0.3 

Our 

model 
0.72 0.80 0.85 0.55 0.65 0.60 0.62 0.71 0.70 

Hybrid 

CNN 
0.65 0.73 0.78 0.60 0.70 0.65 0.62 0.70 0.69 

0.4 

Our 

model 
0.75 0.83 0.88 0.57 0.67 0.63 0.65 0.73 0.72 

Hybrid 

CNN 
0.68 0.75 0.80 0.62 0.72 0.68 0.65 0.72 0.71 

0.5 

Our 

model 
0.78 0.85 0.90 0.60 0.70 0.65 0.67 0.75 0.75 

Hybrid 

CNN 
0.72 0.78 0.83 0.65 0.75 0.70 0.68 0.74 0.73 

0.6 

Our 

model 
0.80 0.87 0.92 0.62 0.72 0.68 0.70 0.77 0.77 

Hybrid 

CNN 
0.75 0.80 0.85 0.67 0.77 0.73 0.71 0.76 0.76 

0.7 

Our 

model 
0.82 0.89 0.94 0.65 0.75 0.70 0.72 0.79 0.79 

Hybrid 

CNN 
0.78 0.83 0.88 0.70 0.80 0.75 0.73 0.78 0.78 

0.8 

Our 

model 
0.85 0.91 0.95 0.67 0.77 0.73 0.75 0.81 0.81 

Hybrid 

CNN 
0.80 0.85 0.90 0.72 0.82 0.78 0.76 0.80 0.80 

0.9 

Our 

model 
0.87 0.93 0.97 0.70 0.80 0.75 0.77 0.83 0.83 

Hybrid 

CNN 
0.83 0.88 0.92 0.75 0.85 0.80 0.78 0.82 0.82 

1 

Our 

model 
0.90 0.95 0.98 0.72 0.82 0.78 0.80 0.85 0.85 

Hybrid 

CNN 
0.85 0.90 0.95 0.78 0.87 0.83 0.81 0.84 0.84 
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According to our simulation results, our Model is generally superior to Hybrid CNN Model when 

infering binary labels of news articles, creators and topics under different sample proportions. For 

example, when the sample scale θ=0.1, our model obtains an accuracy score of 0.63 when infering 

the article, which is more than 14% higher than the accuracy score obtained by Hybrid CNN [see 

Table 1]. Similar results can be observed for reasoning about creator credibility and subject credibility. 

Of all the articles, creators, and topics identified by our model, a large percentage are correct 

predictions. Our model can achieve the highest accuracy score of all these methods, especially for 

topics. At the same time, our model received slightly lower recall rates than other methods. By 

studying the predictions, we found that our model performed better overall (by balancing recall and 

accuracy) and achieved significantly higher F1 scores than the Hybrid CNN approach. 

4. Conclusion  

Our model is designed to process a large amount of text information, extract explicit and implicit 

feature information, and form a deep diffusion network model. The main function of the model is to 

provide early risk warning and prediction for abnormal or significant events. At the same time we 

introduce a new structure that accepts multiple inputs from different sources at the same time, and 

can effectively fuse these inputs for output generation with content "forget" to "adjust" the gate. A 

large number of experiments on enterprise data have proved that our model has a better recognition 

function than the current traditional model. 
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