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Abstract: This article investigates a visual tracking method for fixation point localization. 

By segmenting the observation area image layer by layer multiple times, nine feature 

points of each segmentation are selected using a layout centered around eight points, and a 

nonlinear homogeneous pupil corneal matrix is constructed to solve the local 

correspondence of the pupil corneal vector in each segmentation area, achieving real-time 

calculation of the coordinate position of the gaze point on the screen. The position 

calculation accuracy of this method will not decrease with the increase of the screen area, 

and it has good application value in the field of line of sight tracking with a large 

observation area and high measurement accuracy requirements. 

1. Introduction 

Eye tracking, also known as visual tracking, is a technology that uses mechanical, electronic, 

optical and other detection methods to obtain the current direction of the subject's visual attention. It 

is widely used in human-computer interaction, elderly and disabled assistance, vehicle driving, 

human factor analysis, virtual reality, and military fields [1]. The main methods for line of sight 

tracking include direct observation [2], post image method [3], mechanical recording method [4], 

current recording method [5], electromagnetic induction method [6], and optical recording method 

[7]. In the field of flight, studying the eye movement changes of pilots during flight is of great 

significance for optimizing the aircraft cockpit, allocating pilot attention, and evaluating and 

analyzing the physiological and psychological state of pilots. Fitts et al. found that visual tracking 

technology provides a valuable method for evaluating the importance of new instruments[8], the 

difficulty of instrument interpretation, and instrument panel layout by studying the eye movement 

changes of pilots during different flight processes [9]. 

In order to improve the accuracy of line of sight tracking, this paper proposes a layer by layer 

quartering method to segment the screen area, and then uses a layout centered around 8 points to 

select 9 feature points to calculate the local correspondence of each area. This can improve the 

tracking accuracy by pre sampling and calibrating multi-point data. This method to some extent 

overcomes the problems of poor global adaptability and low accuracy of the solution results for 

large screen areas caused by limitations and defects in related technologies. It has good applicability 
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for fixed areas and fields that require high-precision line of sight tracking, such as in the cockpit of 

aircraft pilots. 

2. Layer by Layer Segmentation and Benchmark Determination Using the Quarter Method 

Figure 1 shows the video screen S under the scene camera lens of the visual attention detection 

device in the cockpit. The method of dividing it into four parts layer by layer is as follows: first, we 

divided the screen area S into the first layer, evenly and symmetrically dividing it into four parts, 

namely top, bottom, left, and right, denoted as S1, respectively S2, S3, S4; Next, we selected one of 

the regions Si(i=1,2,3,4), in sequence and perform the second layer of segmentation. We divided Si 

into four parts, still uniformly and symmetrically distributed in the top, bottom, left, and right 

directions, denoted as Si1 in sequence, Si2, Si3, Si4; Then, we selected one of the regions Sij in 

sequence(i=1,2,3,4; j=1,2,3,4), and performed the third segmentation, denoted as Sij1 in the same 

way Sij2, Sij3, Sij4. Based on the size of the screen, further refinement and segmentation of the screen 

can be carried out. Here, we will only use three rounds of segmentation as an example to illustrate. 
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S443 S444

 

Figure 1: Video screen S. 

Targeting a specific area Sijk(i=1,2,3,4; j=1,2,3,4; k=1,2,3,4), we selected 9 calibration reference 

points, denoted as Aijkm(i=1,2,3,4; j=1,2,3,4; k=1,2,3,4; m=1,2,3,4,5,6,7,8,9).The coordinates of each 

point are recorded as(aijkmx, aijkmy),where, aijkmxis the horizontal coordinates of the screen, aijkmyis the 

vertical coordinates of the screen.The 9th point is the central position of each region, and the 

remaining 8 points are evenly spaced around it, as shown in Figure 2. 

 

Figure 2: Schematic diagram of selecting basic points in sub regions. 
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3. Method for Constructing Pupil Corneal Vector Matrix 

We selected the 1st to 8th points from the 9 calibration reference points after layer by layer 

segmentation, and combined the calibration factor vectors for the smallest calibration area. Extract 

9 reference points around the subject's gaze on the screen area S111(take S111 as an example), the 

pupil corneal vectors of A1111, A1112, A1113, A1114, A1115, A1116, A1117, A1118, A1119 are(xe1,ye1), (xe2,ye2), 

(xe3,ye3), (xe4,ye4), (xe5,ye5), (xe6,ye6), (xe7,ye7), (xe8,ye8), (xe9,ye9).  

We choosed 8 points of all 9points as (a111jx,a111jy) (j=1,2,3,4,5,6,7,8), its corresponding pupil 

corneal vectors aer(xei,yei) (i=1,2,3,4,5,6,7,8), and constructed corresponding pupil corneal vector 

nonlinear homogeneous pupil corneal matrix G as follows: 
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The characteristic of the above matrix G is that, except for the first column which is 1, the other 

7 columns are all formal , and p>0, q>0 and p+q=1. When the value of p and q is large, it will 

result in uneven calculation results and poor data correlation, which is a major advantage of 

constructing a nonlinear homogeneous pupil corneal matrix G. 

4. Calculation of Calibration Factor Vector  

The calibration factor vector calculation establishes a mapping relationship from the pupil 

corneal vector to the fixation point coordinate position, based on the position coordinates of 8 points 

on the screen(a111jx,a111jy)(j=1,2,3,4,5,6,7,8), construct the screen coordinate vector Dx, Dy,where Dx, 

Dy is as follows: 

1111 1112 1113 1114 1115 1116 1117 1118[ ]T

x x x x x x x x xD a a a a a a a a
, 

1111 1112 1113 1114 1115 1116 1117 1118[ ]T

y y y y y y y y yD a a a a a a a a
 

We solved the inverse matrixG−1 of the nonlinear homogeneous pupil corneal matrix G, and 

calculated the calibration factor vector E1111x, E1111y according to E1111x=G−1Dx, E1111y=G−1Dy. And 

then, we selected 8 out of 9 points (a111jx,a111jy) (j=2,3,4,5,6,7,8,9), and calculated the calibration 

factor vector E111jx, E111jy, using other combinations in sequence. Due to the selection of 9 

combinations of 8 out of 9 points, 9 sets of calibration factor vectors E111jx, E111jy can ultimately be 

solved, Where j=1,2,3,4,5,6,7,8,9. Select the weighted average as the calibration factor vector S111 

for region E111x, E111y. The calculation formula is as follows: 
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We obtained the final global calibration factor vector Eijkx, Eijky(i=1,2,3,4;j=1,2,3,4;k=1,2,3,4) 

through to solve the segmentation regions of each layer using the above method. 

5. Mean Calculation of Pupil Corneal Vector 

The mean of pupil corneal vector is calculated by using the mean of 9 points in the minimum 

segmentation screen sub area for the subject's pupil corneal vector obtained from eye movement 

sampling. Taking the screen area S112, nine points are A1121, A1122, A1123, A1124, A1125, A1126, A1127, 

A1128, A1129, and their corresponding gaze pupil corneal vectors are denoted as(xe1,ye1), (xe2,ye2), 

(xe3,ye3), (xe4,ye4), (xe5,ye5), (xe6,ye6), (xe7,ye7), (xe8,ye8), (xe9,ye9).we finded the mean corneal vector of 

the pupil in this area, denoted as (x112,y112). The calculation formula is as follows:  
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Similarly, the pupil corneal vectors of the other three regions out of the four sub regions can be 

obtained as S111 , S113, S114. 

To calculate the pupil corneal vector in the layer above the minimum region, the mean of four 

segmentation regions is used to solve. The average pupil corneal vector of S11 is (x11,y11), The 

calculation formula is as follows: 
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By layer by layer recursion, the pupil corneal vectors of each segmented region can be obtained. 

6. Real Time Line of Sight Tracking and Positioning Solution 

In the real-time tracking process of the subject's focus on the screen area, the eye tracking device 

takes real-time photos and samples the local area of the human eye. After filtering, the real-time 

pupil corneal vector is extracted, denoted as(x,y).This vector first relates to the four regions S1 in the 

first layer S2, S3, and S4 perform the first layer judgment, calculate the first layer pupil corneal error 

vector, and record them ase1, respectively e2, e3, e4. The calculation formula is: 
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We selected the smallest value by comparing e1, e2, e3, and e4. Without loss of generality, we 

solved the second layer of pupil corneal error vector for the four sub regions of S2 corresponding to 

e2, assuming the smallest one is e2. And then, we selected the region with the smallest error to solve 

the third layer of pupil corneal error vector. Assuming the smallest one is eijk, the calibration factor 

vector Eijkx, Eijky(i=1,2,3,4) for the region Sijk is ultimately selected and used to solve for real-time 

fixation point coordinates. The calculation formula for gaze point (ax,ay)is as follows: 
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The three-layer screen segmentation methods listed above can be similarly extended to 4, 5, or 

more layers. The real-time and accuracy requirements for line of sight tracking positioning are 

contradictory. Although the expansion of the layer by layer segmentation method mentioned above 

will increase the workload of selecting and calibrating calibration points, as the computing power of 

the hardware continues to grow, higher accuracy requirements can be achieved through the 

improvement of algorithm capabilities, while meeting real-time requirements. 

7. Conclusion 

The gaze localization algorithm is a core issue in the field of visual tracking. The visual tracking 

gaze localization method proposed in this paper uses 9 points and 18 parameter forms to solve the 

problem, which is more detailed than the traditional 9 points and 12 parameter forms to describe the 

non-linear mapping relationship between the local image of the human eye and the screen 

coordinates. Compared to the traditional method of unified calibration for the entire region, this 

paper adopts a layer by layer four division method for gaze screen segmentation, which has higher 

accuracy. Although its calibration process is complex, once pre calibrated, the accuracy of the 

results obtained will be very high. In practical usage scenarios, it is necessary to consider the 

selection of screen segmentation layers based on accuracy requirements, observation screen size, 

and computational hardware computing power intensity. This method is particularly suitable for 

applications where the screen area is large and the observation areas of interest are numerous and 

dense, or where accuracy is particularly high. 
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