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Abstract: In this paper, NO\textsubscript{2}, the most common polluting gas in the air, is selected as experimental subject, and an improved prediction algorithm is proposed. First, the gas data is preprocessed and optimized by Chauville's method, so that the gas data become more reliable. Then the improved prediction network model is created, and the input data is input into the network model to predict the results. Finally, the network model is established through multiple random sampling learning in large samples. The simulation results show that the improved neural network-based data prediction algorithm is superior to the original method in term of accuracy and stability.

1. Introduction

The concentration of polluted gas is an important indicator to evaluate the environmental air quality. Hence, the prediction of concentration of polluted gas is helpful to the relevant government departments to adjust the plan according to the quality of air, so that people can be harmed as little as possible by the polluted gas. However, the daily variation of the concentration of pollutant gas in a region is very complicated, because which is affected by many uncertain factors, such as the change in the quantity of pollution sources, the change in the emission of pollution sources, and the changes in meteorological conditions. Therefore, how to predict air quality become research hot spot.

Many scholars at home and abroad have made a lot of achievements in the study of prediction methods of pollutant gas concentration. Gu et al. [1] made scenario simulation analysis on various influencing factors of greenhouse gas CO\textsubscript{2}, and made scenario simulation prediction by using the basic method that the emission equals the activity data multiplied by the activity factors. Chen et al. [2] forecast the gas concentration based on the method of multiple regression, and use the least square method to estimate related parameters, then calculate and predict the gas concentration. Han et al. [3] used back propagation (BP) neural network to forecast the gas concentration in the warehouse, they used the data of the first ten days to model and forecast the gas data directly. Xu [4] uses BP neural network to predict SO\textsubscript{2}, NO\textsubscript{2} and other polluted gases. Vaz et al. [5] proposed prediction method based on the analysis of rough set data, their method needs to deal with the data by discrete normalization, which reduces the amount of data and forecasts the concentration with relatively few data.
In this paper, an optimized neural network method is proposed, the original data will be pre-processed before importing the existing data into the neural network for training, and eliminate some abnormal data.

2. Artificial Neural Network

Artificial neural network (ANNs), also known as intelligent neural network, which uses advanced technology to simulate the human brain's neural system to learn data. Since the advent of neural networks in the last century, neural networks have been applied to signal recognition, pattern determination and other fields. Neural networks can predict power load, stock prices and so on, and which have a good forecasting effect. Because the content of air pollution is very complex, there are many factors affecting it, not only the amount of waste generated by human activities, but also related to temperature and other factors, so it is usually impossible to use a definite linear function to describe [6]. The advantages of neural network in nonlinear prediction can be well applied to the prediction of environmental data.

3. Optimization of Neural Network Prediction Algorithm

3.1. Data Pre-processing

The paper uses the Chauville's method to pre-process the polluted data. The Chauville's method is a method of equal confidence probability, its idea is to determine a confidence limit, the data value is greater than the error of the limit will be considered to be an outlier. Chauville's method stipulates that the confidence probability is 1-1/2*n, for example, if the probability of occurrence of an error is less than 0.5 times in n measurements, the error is considered impossible to occur, and it is considered as an abnormal value. In the paper, the abnormal value is scaled properly. We set times interval between 0.8 and 1.2. According to its confidence probability, we can calculate the Chauville's coefficient, as shown in Figure 1.

Figure 1 Chauville's coefficient

The Chauville's coefficient approximate calculation formula is shown in Equation 1.

\[
\omega = 1 + 0.4 \times \ln(n)
\]  

(1)

If the absolute value of the difference between the measured value and the average value is greater than the product of the standard deviation of the entire data and the Chauville's coefficient, as shown in Equation 2.

\[
|x - \bar{x}| > S_x \times \omega
\]  

(2)
3.2. **Construction of Neural Network Model**

The complexity of the human brain is not only due to the number of neurons, but also the neural structure of the human brain is very complex, and the artificial neural network simulation of the human brain only depends on changing the number of neurons in each layer and the number of hidden layers, so the number of neurons is not the more the better, only increase the number of neurons may cause excessive fitting. Of course, if the number of neurons is too small, the fitting degree will not be enough. In this paper, the appropriate number of hidden layers and neurons in the neural network model will be chosen according to the original data. Some scholars have proposed some common methods to determine the number of neurons, such as \((\text{input} + \text{output}) / 2\) (input is the number of input variables, output is the number of output variables) [7]. It cannot be applied to every situation accurately, therefore, this paper set the appropriate number of neural network layers and the number of neurons in each layer through experiment.

3.3. **Cross Validation of Prediction Results**

Since random sampling, weight threshold correction and other processes may lead to some changes in each prediction result when the data is used for the prediction of neural network modelling, the accuracy and stability of the prediction result will not be very good if the prediction result is taken as the final prediction value directly. In this paper, each time the neural network model is built and predicted, 25 groups of data are randomly selected as test data, and the remaining 340 groups of data are used as training data. The process is to retain cross-validation, and a prediction value is obtained by predicting the input variables with the obtained neural network. In order to obtain a reliable and stable prediction value, the neural network model established by random sampling of 20 iterations is used for prediction, and the average value of the predicted values obtained by each model will be taken as the final prediction result.

4. **Predictive Data Analysis**

4.1. **Sample Data**

In this paper, the source of pollution gas is the air pollution gas data of Tucson, a city in southeast Arizona that is famous for its tourism industry [8]. It is predicted by using the past data to predict the future data and the predicted value is compared with the actual value of the existing predicted day to detect and evaluate the pros and cons of the prediction method of this paper.

Considering the formulation of the input and output of the model, the daily concentration of NO\(_2\) for the whole year 2010 is set as the predicted daily concentration data of 365 group, that is, the training expectation of the neural network model. The daily pollutant concentrations within the first ten days, the ten days in the previous year and the ten days in the previous two years corresponding to the prediction day are taken as the 30 training input values of the neural network model, and the model of 30 inputs and 1 output are established. 30 input data for one day: (PPB is an abbreviation for part per billion, which is a gas concentration unit) is shown in Figure 2.
4.2. Neural Network Model Establishment

A suitable neural network layers and the number of neurons in each layer are needed to drawn through experimental test. Due to the experiment has 30 input variables and one output variable, then the appropriate number of neurons should be around 15. NO$_2$ concentration data are taken as of experiment subject, 12, 13, 14, 15, 16, and 17 respectively as neural network layer neuron number test. Compared with the data training, the higher the degree of fitting, the closer the $R$ is to 1. The test results are shown in Figure 3.

![Monolayer hidden layer neuron number variation test chart](image)

Figure 3 Monolayer hidden layer neuron number variation test chart

It is can be seen from Figure 3 that when the number of neurons is set to 13, the effect of data training is better, so the number of neurons is set to 13 for this paper. After finding the appropriate number of neurons, the number of neurons layer continue to be tested, and the layers are set to 1, 2, 3, 4, and 5 respectively for testing. The test results are shown in Figure 4.

![Hidden layer number change test chart](image)

Figure 4 Hidden layer number change test chart
It is can be seen from Figure 4 that when the neuron layer is set to 3, the effect of data training is better, so the number of neurons is set to 13, and the number of neuron layers is set to 3. In this paper, the predicted experimental results of NO2 are analyzed. 30 input variables are set in the neural network, with 3 hidden layers and 13 neurons in each layer, resulting in one output. The schematic diagram of the neural network model after setting parameters is shown in figure 5.

![Figure 5 Model diagram of neural network](image)

4.3. Comparison of Forecast Results

(1) Comparison of results and errors before and after data pre-processing

The data used for comparison in this paper is the actual value of the polluted gas in the air in Tucson, Arizona, USA in the past month, compared with the predicted values obtained from the previous data in the neural network modelling prediction. It is can be seen from Figure 6 that in the data of the ideal target real value after pre-processing, some values that deviate too much from the overall data have been appropriately modified. For example, the data of the third, the 25th and the 26th have changed, and the data is not pre-predicted. The third data processed is too large, and the value is reduced after pre-processing, the 25th and 26th data values are too small, and the pre-treatment is appropriately increased. Further comparative analysis shows that the results predicted by neural network modelling using pre-processed data have a better predictive effect on the overall level than the results predicted by the unpreprocessed data, such as the third. The data effects of 9, 10, 30, etc. are significantly improved, and the predicted values are closer to the true value. At the same time, according to the results of Figure 6, it can be found that the data is cross-validated in the prediction process, which is significantly more optimized than direct prediction.

![Figure 6 NO2 concentration prediction deviation figure](image)

(2) Comparison of results and errors before and after data cross-validation

In order to compare and analyze more intuitively, this paper calculates the error between the ideal target value processed and the result predicted by the pre-processed data, and the result is shown in Figure 7.
It is easy to find that the error between the predicted result and the ideal value is smaller and the accuracy of the predicted result is higher after the data is pretreated. Further analysis shows that the error value after cross-validation is significantly reduced, and the accuracy and stability of prediction results are greatly improved.

5. Conclusion

By comparing the predicted results with the expected value, it is found that the predicted value is gentler than the ideal target value, and for some abrupt changes of the target value, the prediction error may be larger. Considering the fact that the concentration of a certain pollutant in the air of a city should not change abruptly within a day, the reliability of the abrupt change data, or that the abrupt change data do not appear frequently, may be taken into account here. So a relatively gentle prediction result is obtained, although the deviation of some values is large, it is acceptable for the whole. It is can see from the prediction results that most of the errors of the prediction results are controlled at about 0.1, that is, within the true value of 0.8 to 1.2 times, so the accuracy and stability of the prediction results is better. Compared with the original neural network prediction method, the prediction error is much smaller, and the accuracy and stability of the prediction results are obviously improved.
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