Research on Students' Score Prediction Based on BP Neural Network
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Abstract: With the rapid development of network technology and computer technology, digital campus construction is more and more popular, education workers use information technology to solve the common problems efficiently in the daily teaching, such as the average score, ranking, excellent rate, pass rate. These simple statistical analysis can no longer meet the needs of today's teaching platform, not reflect the relationship between daily performance and final score and not predict students' score, resulting in a large number of data wasted in education management system. Traditional education data mining method is to use decision tree to analyze student's score, so as to find out the factors that influence student's score and the relationship among factors, but the result of prediction is often unsatisfactory. Based on the past achievements and daily behavior data of students, BP neural network algorithm is used to predict the final grades of students. The experiment shows that the accuracy is very high.

1. Introduction

In recent years, it has entered the era of information explosion with the rapid development of information technology, a large amount of data has not been fully utilized, and the hidden knowledge in large amounts of data has not been tapped and utilized, resulting in the waste of data resources. In response to solve these problems, data mining technology has gradually gained attention [1]. Data mining generally refers to finding meaningful patterns and knowledge from a large amount of irregular, noisy data [2]. It has been successfully applied in various fields such as finance, e-commerce, banking, insurance, education, and business. Stock prediction [3], anomaly detection [4], and customer segmentation [5] are all successful applications of data mining.

In the field of education, teaching platforms and online teaching platforms have accumulated a large amount of data, which has prompted the generation of educational data technologies. Education data mining refers to the use of computer science, pedagogy, statistics, and other discipline theories and cross-cutting technologies to study and solve education problem [6].

In general, score prediction is based on the student's past performance. the student's previous score is used to predict the score to be achieved, which will prompt the teacher and the student to use high efficiency methods to improve score [7,8]. Traditional score predictions often overlook students' behavioral information. The campus card records student behavior information, including
the number of students entering the library, the frequency of borrowing books, the rules of entering and leaving the classroom, and the law of eating breakfast. These are related to students' efforts. These behavioral data portray students' behavioral portraits, which also quantify two indicators that psychologically affect student performance: the student's life patterns and the student's effort level [9]. Based on the student's past performance and behavioral data, this article uses BP neural network technology to predict students' final score. Experiments show that the predicted results are in line with expectations.

2. BP Algorithm Principle

(1) Calculate forward propagation to get the activation values of \((L_2, L_3, ..., L_n)\).

(2) Calculating the residuals \(\delta_l^{(n)}\) of each node in the output layer \((n_{l})\)

\[
\delta_l^{(n)} = \frac{\partial}{\partial z_l^{(n)}} \frac{1}{2} [y - h_{l,h}(x)]^2 = -(y_l - a_l^{(n)}) f'(z_l^{(n)})
\] (1)

Among them, \(z_l^{(n)}\) is the input value of the \(n_l\) th layer node, \(a_l^{(n)}\) is the output value of the \(n_l\) th layer node, \(f(\cdot)\) is the activation function.

(3) \(l = n_l - 1, n_l - 2, ...,\) Calculate the i-th node residual of each layer

\[
\delta_l^{(l)} = \left( \sum_{j=1}^{d_{l+1}} W_{l+1}^{(l)} \delta_{l+1}^{(l+1)} \right) f'(z_l^{(l)})
\] (2)

(4) Calculate the required partial derivatives

\[
\frac{\partial J(W, b; x, y)}{\partial W_{l}^{(l)}} = \frac{\partial J(W, b; x, y)}{\partial z_{l}^{(l+1)}} \frac{\partial z_{l}^{(l+1)}}{\partial W_{l}^{(l)}} = a_{l}^{(l)} \delta_{l}^{(l+1)}
\] (3)

\[
\frac{\partial J(W, b; x, y)}{\partial b_{l}^{(l)}} = \frac{\partial J(W, b; x, y)}{\partial z_{l}^{(l+1)}} \frac{\partial z_{l}^{(l+1)}}{\partial b_{l}^{(l)}} = \delta_{l}^{(l+1)}
\] (4)

The derivative of the cost function to the parameter is equal to the excitation value of the j-th node of the l-th layer times the residual of the i-th node of the (l+1)-th layer.

3. Experiment

This experiment uses the neural network function provided by the neural network toolbox in Matlab [10]. The program runs on the Shenzhou Computer and the main configuration is: 8G memory, Inter(R) Core(TM) i7-7700HQ CPU 2.80GHz.

3.1 Data sources

The data in this paper is selected from the student score data and the data in campus cards. This article aims at this kind of situation, carries on the improvement to the predicting sample, not only based on the student's previous score, but also includes the student behavior information. The student's final score is related to a variety of factors, not just the previous grades. The student's score is also reflected in the student's daily behavior, such as whether the student eats breakfast or goes to the library to borrow books.
During the university, the major homework of students is in the freshman and sophomore year, so it can be said that the freshman and sophomore is the key period for the college students to learn the basic knowledge and professional knowledge. The basic knowledge and professional knowledge directly affect the other scores when they are not solid enough, especially final score may even affect the graduation and employment of students. Therefore, it is very necessary to study the influence of the results of freshman and sophomores on future graduation. There are many courses for freshmen and sophomores, the major public courses are taken as factors that affect the graduation performance of students. There are 10 major public courses, namely Advanced Mathematics, Linear Algebra, Probability Statistics, Discrete Mathematics, Data Structure, Computer Network, Principles of Computer, English, and C++, Software Engineering, Library frequency and the Frequency of breakfast to predict the students’ final score. Table 1 represents students' score and behavior information.

<table>
<thead>
<tr>
<th>subject</th>
<th>Advanced Mathematics</th>
<th>Linear Algebra</th>
<th>Probability Statistics</th>
<th>Data Structure</th>
<th>...</th>
<th>Breakfast Frequency</th>
<th>Final score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85</td>
<td>69</td>
<td>70</td>
<td>79</td>
<td>...</td>
<td>5.6</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>74</td>
<td>63</td>
<td>68</td>
<td>78</td>
<td>...</td>
<td>5.8</td>
<td>87</td>
</tr>
<tr>
<td>3</td>
<td>87</td>
<td>74</td>
<td>75</td>
<td>83</td>
<td>...</td>
<td>4.4</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>62</td>
<td>79</td>
<td>65</td>
<td>73</td>
<td>...</td>
<td>3.4</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>82</td>
<td>79</td>
<td>85</td>
<td>82</td>
<td>...</td>
<td>6.1</td>
<td>85</td>
</tr>
<tr>
<td>6</td>
<td>69</td>
<td>72</td>
<td>71</td>
<td>83</td>
<td>...</td>
<td>4.5</td>
<td>78</td>
</tr>
<tr>
<td>7</td>
<td>76</td>
<td>67</td>
<td>75</td>
<td>95</td>
<td>...</td>
<td>4.5</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>86</td>
<td>80</td>
<td>96</td>
<td>...</td>
<td>4.7</td>
<td>92</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

3.2 Data processing

Data processing refers to the process of deriving valuable and meaningful data from the disorganized and incomprehensible data.

The data is mapped to the [0,1] intervals by normalized. In this experiment, the min-max normalization method is used. The formula is as follows:

\[
x^* = \frac{x - \min}{\max - \min}
\]  

min represents the minimum value, max represents the maximum value, the reasons for data normalization are mainly due to the following reasons:

(1) The input data units are not the same, some data ranges are small, and some data ranges are very large, which can easily cause the BP neural network to slow convergence and long training time.

(2) The range of the activation function of the output layer of the BP neural network is limited and within a certain range.
Table 2 Normalize student data

<table>
<thead>
<tr>
<th>Advanced Mathematics</th>
<th>Linear Algebra</th>
<th>Probability Statistics</th>
<th>Discrete Mathematics</th>
<th>Data Structure</th>
<th>Computer Network</th>
<th>Frequency of breakfast</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.111111</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.51612903</td>
<td>0.586206897</td>
</tr>
<tr>
<td>0.907407</td>
<td>0.59375</td>
<td>0.875</td>
<td>0.875</td>
<td>0.607143</td>
<td>0.64516129</td>
<td>0.75862069</td>
</tr>
<tr>
<td>0.518519</td>
<td>0.28125</td>
<td>0.3125</td>
<td>0.982143</td>
<td>0.535714</td>
<td>0.61290323</td>
<td>0.448275862</td>
</tr>
<tr>
<td>0.185185</td>
<td>0.4375</td>
<td>0.125</td>
<td>0.75</td>
<td>0.392857</td>
<td>0.74193548</td>
<td>0.137931034</td>
</tr>
<tr>
<td>0.648148</td>
<td>0.125</td>
<td>0.4375</td>
<td>0.875</td>
<td>0.964286</td>
<td>0.90322581</td>
<td>0.448275862</td>
</tr>
<tr>
<td>0.611111</td>
<td>0.15625</td>
<td>0.4688</td>
<td>0.928571</td>
<td>0.25</td>
<td>0.74193548</td>
<td>0.140134</td>
</tr>
<tr>
<td>0.814815</td>
<td>0.1875</td>
<td>0.2813</td>
<td>0.517857</td>
<td>0.392857</td>
<td>0.58064516</td>
<td>0.827586207</td>
</tr>
<tr>
<td>0.814815</td>
<td>1</td>
<td>0.8438</td>
<td>0.428571</td>
<td>0.535714</td>
<td>0.25806452</td>
<td>0.655172414</td>
</tr>
</tbody>
</table>

3.3 Prediction model based on BP neural network

This article selects 400 student score and campus card behavior information. Using the continuous parameter adjustment test, the hidden layer is set to 5, this experiment randomly generated 320 random records as a training set and the remaining 80 records as validation sets. The traditional BP algorithm uses a fixed learning rate 0.01. The result of the forecast is as follows:

![Figure 1 Score prediction](image)

Figure 1 represents the contrasts between the real values and predicted values. The red point represents the real score of the students. The "predicted value1" (black point) represents the predicted value of the score that uses the student's score only as the dependent variable. The "predicted value2" (green point) represents the predicted value of the score that uses the student's score and behavioral information as the dependent variable.

It is shown that the prediction value of student score and behavior information as the dependent variable is closer to the real score. It shows that it is reasonable to take the student's behavior information into consideration of the factors that affect the student's final score, which is in line with the previous expectation.
The relative error can reflect the deviation between the predicted value and the true value. It is a commonly used measure index. The specific formula is as follows:

$$error = \frac{|y_i - y|}{y} \times 100\%$$

(6)

Where ‘y’ represents the true value and ‘y_i’ represents the predicted value. This experiment takes the student's graduation grade as the real value and the BP neural network predicted grade as the predicted value.

Figure 2 Error rate

Figure 2 represents the comparison of the relative error of the experiment. The red line (error1) represents the relative error that only takes the students' scores into account. The black line (error2) represents the relative error that takes the student's score and behavior information into account. It can be seen from the figure that the black line is mostly below the red line, it shows that the relative error of the forecast relative error which takes the students' score and behavior information into consideration is lower than the relative error that only considers the students' score in most conditions. The experimental results show that the students' behavior has a certain influence on the final score, and the school should not only pay attention to the previous scores of the students, but also pay attention to the students' behavior. It is of great significance to encourage students to go to the library, get up early and keep good habits of study and living.

4. Conclusion

This experiment first introduced the data sources in the data preparation process, and then introduced the process of building a multidimensional data set and the data preprocessing operations. Then, the process of predicting final score is introduced based on the BP neural network prediction model. The prediction performance of the BP neural network model is intuitively reflected in the form of the graph, and the experimental results are evaluated. The results of the experiment show that the prediction results have a certain degree of credibility. It is proved that BP neural network model can be used as a good predictive model. However, it still needs further research and improvement, the next step is to collect more data, use data warehouse technology, carry out mass data analysis, use different data mining methods for mining analysis, find the best mining method to make the result more complete.
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